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A. J. Jiao

H. B. Ma1

e-mail: mah@missouri.edu

J. K. Critser

Department of Mechanical and Aerospace
Engineering,

University of Missouri-Columbia,
Columbia, MO 65211

Heat Transport Characteristics in
a Miniature Flat Heat Pipe With
Wire Core Wicks
A mathematical model predicting the heat transport capability in a miniature flat heat
pipe (FHP) with a wired wick structure was developed to analytically determine its
maximum heat transport rate including the capillary limit. The effects of gravity on the
profile of the thin-film-evaporation region and the distribution of the heat flux along a
curved surface were investigated. The heat transfer characteristics of the thin-film evapo-
ration on the curved surface were also analyzed and compared with that on a flat surface.
Combining the analysis on the thin-film-condensation heat transfer in the condenser, the
model can be used to predict the total temperature drop between the evaporator and
condenser in the FHP. In order to verify the model, an experimental investigation was
conducted. The theoretical results predicted by the model agree well with the experimen-
tal data for the heat transfer process occurring in the FHP with the wired wick structure.
Results of the investigation will assist in the optimum design of the curved-surface wicks
to enlarge the thin-film-evaporation region and a better understanding of heat transfer
mechanisms in heat pipes. �DOI: 10.1115/1.2887858�

Keywords: flat heat pipe, thin film evaporation, heat transfer
ntroduction
Heat generation rates increase rapidly with the fast develop-
ent of very large scale integrated �VLSI� circuits. Effectively

issipating the heat generated by VLSI is very important to main-
ain and keep their peak performance �1�. Conventional cooling

ethods, such as conventional heat sinks without phase-change
eat transfer, are of impractical function at such high heat fluxes
ue to the constraints in the low thermal conductivity, volume,
nd weight associated with metal fin-array heat sinks. While an
mpingement cooling jet can be operated at a relatively high heat
ux condition �2�, however, it needs an additional pump with a
ower supply. Therefore, the removal of the huge amount of heat
ecame the motivating research on a broad variety of advanced
hermal management solutions. Heat pipes as the peerless choice
n the electronics cooling field have been widely used recently.
eat pipe technology presents a promising approach to a higher

evel of heat transfer capability, heat flux, and importantly, re-
uires no pump power input. However, the heat transport capacity
f a heat pipe is often restricted by its capillary, sonic, boiling,
ntrainment, and viscous limit. The most critical limitation for a
ypical heat pipe in the electronics cooling is the capillary limit.
heoretical analyses and experimental investigations on the cap-

llary limits for different wicks have been conducted �3–11�. Re-
ently, Hanlon and Ma �8� developed a two dimensional model to
nvestigate the evaporation heat transfer in sintered porous media
o predict the effects of particle size, wick thickness, and porosity
n the dryout heat flux. All those investigations, however, were
imited to the evaporation and fluid flow in thin-film regions oc-
urring or assuming on a flat surface.

The motivations behind the current work are to establish the
orrelation between the heat load and fluid flow, investigate the
ffects of the superheat and gravity on the liquid film profile and
eat transfer through the evaporating thin-film region on a curved

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 17, 2006; final manuscript
eceived July 23, 2007; published online April 10, 2008. Review conducted by Raj
. Manglik.

ournal of Heat Transfer Copyright © 20
surface, calculate the total thermal resistance of the heat pipe, and
predict the maximum heat transport capacity. In order to verify the
theoretical analysis, a novel flat heat pipe with wired wicks was
fabricated and an experimental investigation conducted.

Theoretical Analysis
Figures 1 and 2 illustrate the physical model of the flat heat

pipe in the current investigation. The heat pipe consists of several
subparallel heat pipes and each pipe includes three parts: a con-
denser, adiabatic section, and evaporator. As the heat transfer rate
increases, the total pressure drop occurring in the heat pipe will
increase, which directly results in the decrease of the meniscus
radius in the evaporator to increase the capillary pressure and
overcome the pressure drop. When the meniscus radius of liquid-
vapor interface in the evaporator decreases, the liquid level in the
evaporator �shown in Figs. 1 and 2� will change with the heat
transfer rate added on the evaporator. The liquid film thickness
characterized by � f, shown in Fig. 1, will decrease as the heat
transfer rate increases until it reaches the nonevaporation film
thickness, shown in Fig. 2, where it creates the longest thin-film-
evaporation region �Case II�. If the heat transfer rate continuously
increases, the thin-film region will break into two regions �Case
III�, shown in Fig. 3, and the total length of the thin-film region
will become shorter. As a result, the temperature difference across
the evaporating film region will increase at the same heat transfer
rate. Although the heat pipe has not reached the capillary limit, the
temperature drop occurring in the evaporator will increase, which
directly reduces the effective thermal conductivity of the whole
heat pipe. Because the highest effective thermal conductivity is of
the greatest concern for a highly efficient heat pipe cooling de-
vice, the current investigation will focus on the temperature drop
from the evaporator to the condenser, i.e., the effectively thermal
conductivity of the whole heat pipe. Because the liquid distribu-
tion in the heat pipe including the liquid level in the evaporator is
governed by the capillary limitation, the following analysis will
start with the capillary flow. Once the meniscus radius distribution
in the heat pipe is determined for a given heat transfer rate, the
detailed liquid distributions in the evaporator and condenser can

be calculated, and the temperature drop found.

MAY 2008, Vol. 130 / 051501-108 by ASME
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Capillary Flow. The capillary limitation depicts that the sum of
ressure drop occurring in the flow path shall not surpass the
aximum capillary pressure head so that the fluid flow can be

umped back from the condenser to evaporator. The basic rela-
ionship can be expressed as

pc � �pl + �pv + pg �1�
To simplify the calculation, the average radii at the evaporator

nd condenser are used, and thus, the capillary pumping pressure
an be predicted by the Laplace–Young equation. The pressure
rop of the liquid fluid and vapor fluid can be calculated by mo-
entum equations at a steady state. As shown in Figs. 1 and 2, for

he flat heat pipe with wired wick structure, Eq. �1� can be rewrit-
en as

�� 1

r̄e

−
1

r̄c
� = �4f l Rel �l

2Dh,l
2 ·

1

N

Qtot

�lAAachfg

+ � fv Reh,v �v

2rh,v
2 � ·

1

N

Qtot

AAv�vhfg
− �lg sin ��Leff

�2�
here,

2� =
	

2
− 
ai, 0 � 
ai �

	

2
, i = B or T

N =
W

w

r̄e =
sin2 �

cos � cos�0.5� + �
rw

� f = 	rw − ��rw + re�sin 
ai + re� for CaseI

�0 for Case II



Leff =
Le + La +

Lc

Fig. 1 Schematic of the FHP
2 2
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Aac = 2�wrw

2
�1 − sin 
ai� − rw

2�� −
1

2
sin 
ai sin 2��

− re
2�	

2
− � +

1

2
sin 
ai cos 
ai��

Dh,l =
4Aac

�2rwtg� + 2rw� + re�2 + ���

rh,v =
2Av

Pe

Av = 2rww − 	rw
2 − Aac

Pe = 2w + 2	rw + 4re�2 + �� − 8rwtg� − 8rw sin � �3�

Considering Eqs. �2� and �3� and Figs. 1 and 2, it can be found
that � depends on 
ai, and 
ai is determined by the heat input. For
the liquid flow, the Poiseuille number in an open groove f lRel can
be calculated by �5�

f l Rel = 14.110.06009 exp�− 0.5 � ��log
Cc

22.22−0.3366�
�2.0830.0372�


2

�
�4�

where Cc=rw cos�
ai /4rc�cos . Vapor can be considered as ideal
gas. As shown in Fig. 1, the vapor flow channel in the condenser
and adiabatic section can be approximated as a round tube, and its
Poiseuille number is equal to 16 for a laminar flow. For the evapo-
rator section, the vapor flow path can be approximated as rectan-
gular channel, which b /a=	r /w=0.785 and its Poiseuille number
is equal to 14.5. Once Eqs. �2� and �3� are solved for a given heat
transfer rate, the liquid distribution along the heat pipe can be
calculated and the meniscus radius and liquid level in the evapo-
rator and condenser can be determined.

Heat Transfer in the Evaporator. In order to find the tempera-
ture drop occurring in the evaporator, the heat transfer process
must be determined. When heat is added on the evaporator, some
of the heat will transfer through the solid wire to the working
fluid, and the rest of the heat directly through the heat pipe shell to
the working fluid. While the temperature of the heat pipe shell can
be assumed to be constant, the temperature distribution on the
solid wire must be determined.

Temperature Distribution in the Wire Core. Thin-film-
evaporation heat transfer plays an important role in the phase-
change heat transfer on a flat surface �1,10,11�. Stephan and Busse
�12� found that the effects of interface temperature variation on
the heat transfer in the thin-film-evaporation region cannot be ne-
glected. As shown in Fig. 1, in order to investigate the heat trans-
fer characteristics including the interface temperature effect of
thin-film evaporation, the temperature distribution in the wire core
should be determined first. The equation governing the tempera-
ture distribution in the wire can be found as

�2T

�r2 +
1

r

�T

�r
+

1

r2

�2T

��2 = 0 �5�

The required boundary conditions can be expressed as

− kw�dT

dr
�

r=r

= qin� at
3	

2
− �in � � �

3	

2
+ �in �6�
w
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− kw�dT

dr
�

r=rw

= �
0 at − 
ab � � � 
at

qout� at 
aT � � � 
aT + 
out, − �
aB + 
out� � � � − 
aB

qout,b� at 
aT + 
out � � � 	/2,
3	

2
+ 
in � � � 2	 − �
aB + 
out� � �7�

Fig. 2 Thin-film regions in the evaporator of FHP with wire core wicks
ournal of Heat Transfer MAY 2008, Vol. 130 / 051501-3
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quation �5� can be solved using the separation of variables. The
emperature distribution of the wire core can be expressed by

Tw�r,�� = a0 + �
n=1

� 	� r

rw
�n

�an cos�n�� + bn sin�n���
 �8�

here

an =
2rw

n	 ��

aT


aT+
out

qout,a� cos�n��d� +�

aT+
out

	/2

qout,b� cos�n��d�

+�
3	/2+
in

2	−
aB−
out

qout,b� cos�n��d� +�
2	−
aB−
out

2	−
aB

qout,a� cos�n��d�

+�
3	/2

3	/2+
in

qin� cos�n��d�� �9�

bn =
2rw

n	 ��

aT


aT+
out

qout,a� sin�n��d� +�

aT+
out

	/2

qout,b� sin�n��d�

+�
3	/2

3	/2+
in

qin� sin�n��d� +�
3	/2+
in

2	−
aB−
out

qout,b� sin�n��d�

+�
2	−
aB−
out

2	−
aB

qout,a� sin�n��d�� �10�

nd a0 can be calculated by a0=Tsat+superheat.

Heat Transfer Through the Evaporating Thin-Film Region
n the Curved Surface. When the heat transfer rate in the heat
ipe changes, the liquid distribution in the liquid channel will be
ifferent. The meniscus radius in the evaporator will be different
epending on the heat transfer rate. Based on the configuration of
hin-film region, there exist three cases, as shown in Figs. 1 and 2.
or the Case I �� f ��0�, the liquid thickness � f decreases when the
eat load increases and the thin-film region evaporation only oc-
urs in Region �a�. The fluid flow in Region �a� is driven by the
urvature variation and disjoining pressure to overcome the vis-
ous pressure loss and gravity effect, the governing equation can
e written as

�
dK

dS
+ K

d�

dS
−

dpd

dS
=

dpl

dS
+

dphg

dS
�11�

or Region �a�, using the coordinate transformations,

S = rw��, �� = 2	 − 
a − � at 2	 − 
a − 
out � � � 2	 − 
a

�12�

Fig. 3 Condensation heat transfer in the condenser
q. �11� can be rewritten as
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�
dKa

d��
+ Ka

d�

d��
−

dpd

d��
=

dpl

d��
+

dphg

d��
�13�

where

phg = − �grw�1 − sin 
at� or phg = �grw�1 − sin 
ab�

at 0 � �� � 
out �14�

Ka =

−
d2�

d��2
�� + rw� + 2� d�

d��
�2

+ �� + rw�2

�� d�

d��
�2

+ �� + rw�2�3/2
�15�

and

dpl

d��
= −

�l · ṁ�

�l�3

2
�2 + rw� + �rw + ��2 ln� rw

rw + �
�� �16�

The boundary conditions can be summarized as

�����=0 = �0, �K���=0 = K0 =
1

rw + �0
, � d�

d��
�

��=0
= 0 �17�

where

pd = −
A

�3 , A = 10−19 J and �0 = � ATv

�Tw − Tv��vhfg
�1/3

Then, the film thickness distribution can be calculated by Eqs.
�13�–�16� with the boundary condition of Eq. �17�.

As the heat load increases, � f decreases. When � f decreases and
becomes equal to �0, a new thin-film-evaporation region forms
along the flat surface. This case is called Case II and there exists
hybrid thin-film-evaporation regions, which consist of Regions �a�
and �b�. The governing equation of the thin-film thickness distri-
bution in Region �b� can be expressed as Eq. �11� without the
dphg /dS term, and the terms of curvature and dpl /dS can be re-
written as

dpl

dS
= −

f l Rel,� �l�
0

s
q�s�
hfg

ds

2�3�s��l
�18�

Kb =

d2�

ds2

�1 + �d�

ds
�2�3/2

�19�

and

K = 0, � = �0,
d�

dS
= 0 at S = 0 �20�

As shown in Fig. 2, the contact angle can be considered as zero
in the thin-film Region �b� in Case II. With the further increase of
the heat load, the thin-film-evaporation Region �b� breaks into two
zones where the contact angle is not equal to zero, which is called
Case III. Once the liquid film distribution reaches Case III, the
effective thermal conductivity of the heat pipe decreases although
the heat pipe has not reached the capillary limit. Therefore, the
heat transfer rate corresponding to Case II is considered as the
design-point “maximum” heat transport of flat heat pipe �FHP�.
Because this maximum heat transport occurring in Case II can
result in the highest effective thermal conductivity of the heat
pipe, which is of the most concern, the heat transfer characteristics

in Case III will not be discussed here.
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Maximum Heat Transport Capability in the Evaporator.
hin-film-evaporation heat transfer can be considered as one di-
ensional heat conduction since the thickness of this region is

ery thin. Therefore, the local heat flux can be calculated by q�
kl��T /��, which depends on the thin-film distribution and tem-
erature difference between the wall temperature and interface
emperature. For Case I, heat transfer through the evaporating thin
lm only exists in Region �a�, and the local heat flux can be
xpressed as �13�

qa� = kl

Tw�rw,�� − T�a,v���
����

�21�

here Tw�rw ,�� can be predicted by Eq. �8� and ���� can be found
y Eqs. �11� and �13�.

For Case II, the thin-film-evaporation heat transfer occurs in
oth Regions �a� and �b�; the heat flux in Region �a� can be cal-
ulated by Eq. �21� and the heat flux in Region �b� can be ex-
ressed as

qb� = kl

Tw − T�b,v

��s�
�22�

here Tw is the local wall temperature, and ��s� can be calculated
y Eq. �11� without dpg /dS term and with boundary conditions
hown in Eqs. �18� and �19�.

Local liquid-vapor interface temperatures in thin-film regions,
�a,v��� and T�b,v, can be depicted by the Clausius–Clapeyron
quation:

� dp

dT
�

sat

=
hfg

Tsat�� 1

�v
� − � 1

�l

�� �23�

ntegrating Eq. �23� from Tsat to the interface temperature T�,v
ields �14�

T�,v = Tv�1 + � �p

�vhfg
�� �24�

here �p=Ki�+ pd, and pd=−A /�3.
Although the heat transport capability for Case II has not

eached the capillary limit, the thermal resistance from the evapo-
ator to the condenser for Case II is the lowest. Therefore, it is
efined that the heat transfer rate in Case II is the maximum heat
ransport capacity. For Case II as shown in Fig. 2, the maximum
eat transport capacity consists of heat transfer through bulk liq-
id �macroliquid region� and evaporating heat transfer through
hin-film Regions �a� and �b�. In this case, the heat transfer rate
hat passes through bulk liquid can be neglected �8,14�. For thin-
lm Region �a�, heat transfer through this region can be calculated
y

q =�
0


out

qa�dA� = Lerw�
0


out

kl

Tw�rw,��� − T�,v����
�����

d�� �25�

here �1�=�−
a at 
a���
a+
out and �2�=2	−
a−� at 2	

a−
out���2	−
a, respectively. The total heat transport

hrough thin-film Region �a� on a given wire core can be calcu-
ated by

qa = 2Lerw��

a


a+
out

kl

Tw�rw,�� − T�a,v���
����

d�

+�
2	−
a

2	−
a−
out

kl

Tw�rw,�� − T�a,v���
����

d�� �26�

n the same way, the heat transfer rate through thin-film Region

b� can be found by

ournal of Heat Transfer
qb = 2Le�
0

s

kl

Tw − T�b,e

��s�
ds �27�

Combining Eqs. �26� and �27�, and considering the evaporator
structure shown in Fig. 1, the maximum heat transport capacity
for the FHP can be expressed as

Qtot =
W

w
�qa + qb� �28�

Thin-Film-Condensation Heat Transfer in the Condenser.
When the condensation heat transfer occurs in the condenser, the
latent heat of vapor is released. As shown in Fig. 3, the conden-
sation process can be simply modeled as the film condensation on
a surface. The velocity of vapor flow decreases along the con-
denser direction to zero at the cap end. Its inlet Reynolds number
can be calculated by

Rev,i =
�vuv,iDh

�v
�29�

where Dh=4Ae / Pe, Ae=2rww−	rw
2 −Aac, and uv,i is the inlet ve-

locity of vapor flow in the condenser and can be expressed by

uv,i =
Qtot

NAe�hfg
�30�

Thus, the average heat transfer coefficient in the condenser can be
calculated by

hD = C�g�l��l − �v�kl
3hfg�

�l�Tsat − Twc�Dh
�1/4

�31�

where hfg� =hfg+ 3
8cp,l�Tsat−Tcw�. Since the inlet velocity of vapor

flow is not very high �Rev,i�3500�, Chato �15� recommended that
the constant C is equal to 0.555. Based on the condenser geom-
etry, as shown in Fig. 1, and considering Eq. �31�, the correlation
between the heat load and condensation temperature difference
can be expressed by

Qtot = 0.9334
W

w
�g�l��l − �v�kl

3hfg�

�l�2w − 	rw�rw
�1/4

�w + 	rw�5/4Lc�T3/4

�32�

Experimental System and Investigations. Figure 4 illustrates
the experimental system, which consists of the test section �FHD�,
data acquisition system, heater power supply system, and cooling
system. The data acquisition system includes a PC, thermo-
couples, and a data acquisition card to measure the temperature
responses of evaporator and condenser, and power inputs. The
cooling system contains two flat aluminum cooling blocks and
one cooling bath where the temperature was maintained at
60�0.1°C. The maximum heat load of the heater power supply is

Fig. 4 Schematic of the experimental system
250 W. In order to supply a uniform heat flux, the top surface size

MAY 2008, Vol. 130 / 051501-5
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f the heater was fabricated as the same as the evaporator bottom
urface, which was 15 mm width and 30 mm length. The largest
easurement uncertainties of the current investigations were less

han 1%. The test section is a FHP, which consists of 15 subpar-
llel heat pipes and each of these heat pipes consists of the con-
enser �Le=15 mm�, adiabatic section �La=20 mm�, and evapora-
or �Lc=40 mm�. As shown in Fig. 1, the wire diameter is equal to

mm �rw=0.5 mm� and the distance between two wires is
.0 mm �w=2.0 mm�. The width and length of the FHP are
0 mm and 75 mm, respectively. The total amount of water
harged to the FHP is 0.6 g. In order to reduce the contact thermal
esistance, the Omega “201” thermal paste was used between the
luminum cooling block and the condensing surface in the con-
enser, and between the heater and the evaporating surface in the
vaporator.

esults and Discussion
From the above analysis, heat transfer through thin films

ormed on the curved surface can be predicted by the third-order
ifferential equations, which can be solved by the fourth-order
unge–Kutta method to obtain the interface temperature and film

hickness distribution. It should be noted that the following as-
umptions are made in the calculation. �1� Previous results �8,12�
ndicate that most of the heat added on the solid wire will transfer
hrough the thin-film region. So it is assumed that the heat added
n the particle is equal to the total evaporating heat transfer
hrough the thin-film region. �2� The vapor flow is saturated and
onsidered as ideal gas. �3� The meniscus radius of liquid-vapor
nterface in the wicks is constant at a given heat load. �4� When
he film thickness increases, the disjoining pressure effect de-
reases until it is so small that it can be neglected. The length of
he thin-film region is determined by the cutoff value of 0.015 Pa
f disjoining pressure. �5� Water is used as the working fluid and
ts thermophysical properties at 60°C are used for the numerical
alculations. �6� As shown in Fig. 1, the contribution of the heat
ransfer through Region �b� in Case I is negligible since the ther-

al resistance is very large due to the thick liquid film. However,
s the heat load increases, the liquid thickness becomes thinner
nd thinner, and the contribution of the heat transfer through Re-
ion �b� should be considered. In the evaporation heat transfer
alculation, the heat pass through Region �b� has been added
hen the film thickness � f =0.05 mm until � f reaches �0. If the
eat load continues to increase after � f reaches �0, Case III situ-
tion is used to predict the temperature response in the evaporator.
7� Only film condensation heat transfer occurs in the condenser.
eat flux through the thin-film region depends on the input heat

oad and the temperature distribution on the solid wire, which in
urn determines the evaporating heat transfer and the viscous fluid
ow in the thin-film region. Therefore, an iterative technique has
een utilized to solve for the temperature distribution on the solid
ire, liquid film profile, interface temperature, and heat flux in the

hin-film region. The calculation procedure for the evaporation
eat transfer at a given heat load can be summarized as follows:

�1� Select a contact angle of .
�2� Solve Eqs. �2� and �3� for re, 
, and � f.
�3� Select a superheat.
�4� Calculate the temperature distribution of the solid wire by

Eq. �8�.
�5� Calculate the thin-film profile by Eqs. �13�–�20�.
�6� Calculate the vapor-liquid interfacial temperature and heat

flux distribution by Eqs. �21�–�24�.
�7� Calculate the total heat load and compare the prediction

with the given heat load. If the error is greater than 0.5 W,
then go to Step 3.

�8� When the error between the prediction and the given heat
load is less than 0.5 W, output the superheat, thin-film pro-

files, and heat flux distributions.

51501-6 / Vol. 130, MAY 2008
Figure 5�a� illustrates the heat load effect on the average radius
in the evaporator at different contact angles in one subparallel heat
pipe. The net capillary pressure difference pumping the conden-
sate back to evaporator can be calculated by the Laplace–Young
equation: �Pc=���1 /re�− �1 /rc��. Solving Eqs. �2� and �3� for a
given heat load, the average curvature radius of evaporator r̄e can
be determined and it is found that it depends on the contact angle,
heat load, and dimensions of wick structures. As the heat load
increases, the flow rates in both the liquid and vapor phases result
in the increase of the total pressure drop. In order to maintain a
steady-state operation of the heat pipe, higher capillary pressure
difference between the evaporator and condenser results in. There-
fore, the average meniscus radius in the evaporator decreases as
the heat load increases, as shown in Fig. 5�a�, and it depends on
the contact angle. Figure 5�b� illustrates the heat transfer rate ef-
fect on the angle 
, which stands for the liquid thickness in the
evaporator in one subparallel heat pipe. The angle 
 changes
slowly when the heat load is low. As the heat load becomes higher
than 9 W, however, the angle varies dramatically with the heat
load.

Figures 6�a�–6�c� illustrate the thin-film thickness profiles of
Case I �=30 deg, only for the curved surface�, Case II �
=30 deg, for the curved surface and =0 deg, for the flat surface�,
and Case III �=30 deg, for both the curved and the flat surface�

(a)

(b)

Fig. 5 Heat load effects on „a… average radius of evaporator at
different contact angles; „b… � at �=30 deg
at a superheat of 1.0 K, respectively. As shown in Fig. 6, the
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hin-film region in Case I yields the lowest heat transport capabil-
ty because it has the thin-film-evaporation region only on the
urved surface. Case II yields the highest because of the curved
urface and flat surface with a contact angle equal to zero. As
hown in Fig. 6�c�, the film thickness distributions of Region �aB�
nd Region �aT� illustrate the gravity effect on the thin-film dis-
ribution on the curved surface. Results shown in Figs. 6�b� and

(a)

(b)

(c)

ig. 6 Thin-film profiles for „a… Case I, „b… Case II, and „c… Case
II „Tw−Tv=1.0 K…
�c� indicate that the gravity directly affects the length of the

ournal of Heat Transfer
thin-film region. In addition, the length of the thin-film regions on
the flat surface is much longer than that of thin-film region on the
curved surface.

When the interface temperature of vapor-liquid is equal to the
wall temperature, no evaporation heat transfer occurs in this re-
gion. The nonevaporation thin-film thickness can be determined
by Eq. �24�. If T�,v=Tw and �d� /d�����=0=0⇒k→0, the non-
evaporating film thickness can be found by �0= �ATv / �Tw

−Tv��vhfg�1/3. The heat flux through the thin-film region calcu-
lated by a 1D heat conduction heat transfer model. When a super-
heat �Tw−Tlv� between the solid surface and the interface tem-
perature exists, the high heat flux takes place in the thin-film-
evaporation region. As shown in Fig. 7, this superheat drastically
affects the evaporation thin-film profiles both in length and shape.
A larger superheat results in a higher heat flux and higher mass
flow rate in the thin-film region, which directly increases the vis-
cous pressure drop over a given length. In order to maintain the
steady-state evaporating heat transfer in the thin-film region and
pump enough liquid to the thin-film region, the disjoining pressure
must increase and overcome the viscous pressure drop and the
pressure difference due to the curvature variation. As shown in
Fig. 7�a�, when the superheat increases, the thin-film region de-
creases significantly. In other words, the curvature of thin-film
region is sensitive to superheat and the thickness of evaporating
thin film increases dramatically with the superheat at a given lo-
cation. With a higher superheat, the nonevaporating film thickness
becomes thinner, and that produces an even higher heat flux in the
evaporating thin-film region than the case with a smaller super-

(a)

(b)

Fig. 7 Superheat effect on the thin-film profile and heat flux
distribution on the upper curved surface „Case I, �=30 deg…
heat.

MAY 2008, Vol. 130 / 051501-7



a
d
p
o
g
a
l
f
I
u
C
t
e
t
i
e
fi
fl
�
h
C
d
c
t

t
d
t
e
c
v
m
e
w
c
s
w
s
t
c
h
w
b
t

F
−

0

At the same conditions, the effects of the gravity and contact
ngle on heat flux distributions along different surfaces were con-
ucted with a superheat of 1.5 K. As shown in Fig. 8, the heat flux
rofiles through the liquid films of the bottom and upper surfaces
n a curved wire core in the FHP are different due to the effects of
ravity on the fluid flow in the thin-film region with the contact
ngle =30 deg. Obviously, the gravity force produces a longer
ength of thin-film region and results in a better heat transfer per-
ormance on the upper surface than that on the bottom surface.
ntegrating the heat flux profiles, the amount of heat through the
pper surface is 8.4% higher than that through the bottom surface.
learly, the gravity directly affects the heat transfer rate through

he evaporating thin-film region. As shown in Fig. 2, thin-film
vaporation on the flat surface will play an important role when
he heat pipe operates in Case II. When the heat load further
ncreases after the heat pipe reaches Case II, the thin-film-
vaporating region on the flat surface would break into two thin-
lm zones and the heat pipe would operate in Case III. The heat
ux distributions on the flat surface in Cases II �=0 deg� and III
=30 deg� have been conducted also, herein, by integrating the
eat flux, and the results show that the heat transport capacity of
ase II is 1.11 times of that in Case III. Comparing these heat flux
istributions, it can be concluded that the contact angle signifi-
antly affects the thin-film profiles and heat transfer rate through
he thin-film regions.

Based on the model presented above, the temperature response
o the heat load in the evaporator and condenser has been pre-
icted. In order to verify the theoretical prediction, the experimen-
al data of the temperature response with the heat load in the
vaporator and condenser have been compared with the theoreti-
al prediction. As shown in Fig. 9, the theoretical results agree
ery well with experimental data for the condenser. The current
odel can be used to predict the temperature response in the

vaporator with heat load if the heat load was less than 105 W,
hich corresponds to the situation of Case II. When the heat loads

ontinue to increase, the thin-film-evaporating region on the flat
urface would break into two thin-film zones and the heat pipe
ould operate in Case III, where a contact angle of 30 deg was

elected. The increase of the contact angle would directly increase
he temperature drop across the liquid film. Although the model
onsidered this effect, the experimental results are still much
igher than the theoretical prediction. The heat pipe also worked
hen the heat load was higher than 105 W but its performance
ecame worse as heat load increased, and it completely lost func-

ig. 8 Curved-surface effect on the heat flux distribution „Tw
Tv=1.5 K…
ion when the heat load reached 138 W.

51501-8 / Vol. 130, MAY 2008
Conclusions
A detailed mathematical model for the heat transfer process in a

miniature FHP with wire core wicks was developed. The effects of
gravitational force and contact angle on the thin-film profiles and
heat flux distribution on the curved surface are investigated. The
theoretical results show that the gravity effect on thin-film distri-
butions and heat flux profiles on curved surfaces cannot be ne-
glected. Based on the capillary limit and thermal resistance, the
maximum heat transport capacity of the heat pipes is predicted.
When the heat pipes were operated in Case II, the heat load
reached its maximum transport capacity since the further increase
of heat load would result in the sharp increase of the temperature
drop due to the heat transfer degradation in thin-film evaporation
although the heat pipe has not reached the capillary limit. The
comparison with the experimental data shows that the theoretical
model can be used to precisely predict the temperature response of
the evaporator and condenser in Cases I and II. The current inves-
tigation will assist in the optimum design of curved-surface wick
to enlarge the thin-film-evaporation region and enhance the
evaporation heat transfer of the heat pipe, and a better understand-
ing of the heat transfer mechanisms in FHP.

Acknowledgment
This work was supported by the Office of Naval Research un-

der Grant No. N00014-06-1-1119 and Intel Corporation, Luvata
Copper Franklin, and Foxconn.

Nomenclature
A � modified Hamaker constant 10−19 J; cross-

sectional area, m2

a � defined by Eq. �9�
b � defined by Eq. �10�
C � constant defined by Eq. �31�

Cc � defined by Eq. �4�
D � diameter, m
f � friction factor
g � gravity acceleration, m /s2

h � height, m
hfg � latent heat of vaporization, kJ/kg

K � curvature, 1/m
k � conductivity, W/m K
L � length, m

Fig. 9 Comparison between the theoretical prediction and ex-
perimental data of the evaporator and condenser temperature
response versus heat load input „working fluid, water; charged
amount=0.6 g…
N � number of grooves
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P � wetting perimeter, m
p � pressure, N /m2

pd � disjoining pressure, N /m2

Q � heat load, W
q� � heat flux, W /m2

R � gas constant, J/kg K
Re � Reynolds number

r � radius, m
S � coordinate, m
T � temperature, K
u � velocity, m/s

W � width of heat pipe, m
w � with of groove, m

reek
 � contact angle, rad
� � angle defined by Fig. 2, rad
� � film thickness, m

�0 � nonevaporating film thickness, m
� � slant angle of heat pipe, rad

 � angle defined in Fig. 2, rad
� � viscosity, N s /m2

� � coordinates, deg
� � density, kg /m3

� � surface tension, N/m

ubscripts
a � adiabatic, Region �a� in Fig. 2

aB � bottom Region �a� shown in Fig. 2
ac � liquid flow area in evaporator
aT � top Region �a� shown in Fig. 2
B � bottom
b � region �B� in Figs. 1 and 2
c � condenser, capillary
e � evaporator

eff � effective
g � gravity
h � hydraulically
i � defined by Eq. �3�
l � liquid

lv � interface of liquid-vapor
sat � saturated
ournal of Heat Transfer
T � top
tot � total
v � vapor
w � wire, wall

�a � thickness of Region �a�
�b � thickness of Region �b�
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Heat Transfer Resulting From the
Interaction of a Vortex Pair With a
Heated Wall
The motion of a two-dimensional vortex pair moving toward a wall is studied numeri-
cally. The case for which the wall is heated is analyzed. The equations of momentum and
energy conservation are solved using a finite volume scheme. In this manner, the instan-
taneous heat transfer from the wall is obtained and is related to the dynamics of the fluid
vortex interacting with the wall. It was found that, as expected, when the fluid vortex
approaches the wall, the heat transfer increases significantly. The heat transfer changes
in a nonmonotonic manner as a function of time: When the vortex first reaches the wall,
a volume of heated fluid is convected from the wall; this fluid volume circulates in the
vicinity of the wall, causing the rate of heat transfer to decrease slightly, to then increase
again. A wide range of Prandtl and Reynolds numbers were tested. A measure of the
effective heat transfer coefficient, or Nusselt number, is proposed.
�DOI: 10.1115/1.2885182�

Keywords: vortex pair, wall interaction, convective heat transfer, simulation
Introduction

Convective heat transfer is probably the most commonly used
ethod to remove heat from a heated source in engineering ap-

lications. The nature of the fluid flow is, hence, the factor that
etermines how effective the heat removal is. In spite of its promi-
ence, the design of convective heat transfer devices has been
ainly empiric. To be able to further enhance the convective heat

ransfer processes, the details of the interaction between fluid flow
nd walls have to be fully understood.

Clearly, the fluid motion over a wall has a direct implication to
he heat transfer rate, as heat is convected by the flow. Although
he understanding of convective heat transfer is very well devel-
ped for the case of steady flows, the determination of unsteady
eat transfer coefficients is still incipient �1�. Understanding such
nsteady processes is a key factor to achieve the increasing need
f fast heat removal from modern engineering applications. In
articular, the unsteady motion created by vortices and its impli-
ations to the increase of heat transfer �2� is of significant impor-
ance: One of the most common techniques to enhance the con-
ective heat transfer uses vortex generators �see, for example,
efs. �3,4� and references therein�. As vortices interact with walls,
n unsteady boundary layer develops, which has direct implica-
ions to the rate of heat transfer �5,6�.

The interaction of vortical structures with walls has been ana-
yzed by many authors in a variety of configurations �7�. Of par-
icular interest, because of its apparent simplicity, is the case of a
ompact isolated vortex ring impinging normally over a solid wall
8�. The evolution of this flow configuration is complex: Resulting
rom the vortex fluid motion, an unsteady boundary layer devel-
ps on the wall. The vorticity created on the wall is convected,
esulting in the formation of a secondary vortex, which interacts
ith the original one. These two vortical structures continue to

nteract with each other, creating, in some cases, a third vortex.
hese observations were originally obtained by experiments �8,9�,
ut were also verified by numerical simulations �10,11�.
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For the case of nonisothermal flows, most investigations have
been focused to understand the effect of vortical structures over
the global heat transfer rate. Studies of the effect of an isolated
vortex are less common. Reulet et al. �12� investigated the effect
of an isolated vortex, produced by a flapping wing, convected by
a turbulent stream over a heated wall. They found that the evolu-
tion of the thermal boundary layer was strongly coupled with the
dynamic effects of the vortex. Romero-Méndez et al. �13� analyti-
cally calculated the effects of isolated Rankine vortices over walls
in different configurations and found that in all cases an increase
of the heat transfer was observed. Although this study considered
an idealized flow, it gave a significant insight on the fundamental
processes that occur during the interaction of vortices with walls
and their implications with heat transfer.

The objective of this paper is to study the mechanism by which
heat is removed from a wall resulting from the interaction of a
coherent vortical structure. A simplified arrangement has been
chosen to solve this problem: the normal impingement of a 2D
vortex pair with a flat heated wall. We have opted to use computer
simulations to be able to study the sole effect of the coherent fluid
flow on the wall heat flux. An experimental study of the same
problem would have an additional important complication: Natu-
ral convection would always be present; therefore, it would not be
possible to study the removal of heat without this effect. The case
for which both vortical motion and natural convection contribute
to the rate of heat transfer could be of interest, in particular, for
practical applications; however, its study lies beyond the current
investigation.

Using a modified SIMPLE numerical scheme, the equations of
momentum and energy are solved to find the velocity and tem-
perature fields as a function of time. The instantaneous heat trans-
fer from the wall is calculated and related to the motion of the
fluid in the vicinity of the wall. The heat transfer rates are corre-
lated to the convective and diffusive processes at the moment of
impact of the vortex at the wall and for long periods. We first
introduce the general mathematical formulation of the problem;
then, the problem of study is described. The numerical method
and its implementation issues are then discussed. The results are

presented and discussed.
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Mathematical Formulation
The flow studied here is two dimensional, unsteady, laminar,

nd incompressible. The dimensionless conservation equations are
he continuity

� · u* = 0 �1�
ime-dependent momentum

�u*

�t*
+ �u* · �*�u* + �*P* =

1

Re
�*2u* �2�

nd energy conservation

�T*

�t*
+ �u* · �*�T* =

1

RePr
�*2T* �3�

here u*= �u*,v*� is the 2D velocity field with components in
*=x /a �horizontal� and y*=y /a �vertical�, P*= P /�U2 is the
ressure, and t*= t / �a /U� is the dimensionless time. U and a are
he characteristic velocity and distance, respectively. The Rey-
olds number Re is defined as Re=Ua /�, where � is the kine-
atic viscosity. For the case of interest, a is the size of the vortex

air �defined as the initial distance between the centers of the two
ectilinear vortices� and U its displacement velocity. The Prandtl
umber is defined as Pr=� /�, where � is the thermal diffusivity.

The energy equation is formulated in a nonconservative form in
rder to decouple it from the momentum conservation equation.
he fluid is assumed to be Newtonian with constant properties. Re
nd Pr vary, respectively, in ranges of 250–1000 and 0.7–100 in
rder to investigate their influence on the heat transfer of a vortex
mpinging with an isothermal wall. No-slip and constant tempera-
ure conditions are considered for all walls. A segment of the
ower wall �over which the vortex pair impinges� is kept at a
igher constant temperature. At each time step, the temperature is
omputed in the computational domain and the heat flux is calcu-
ated over the heated region.

Problem Definition
In this investigation, the interaction of a vortex pair with a

eated wall is studied. A 2D configuration is considered: a pair of
ounter-rotating equal-strength vortices moving at the same veloc-
ty toward a fixed heated wall. Particularly, we focus on evaluat-
ng the enhancement of the heat transfer resulting from this inter-
ction.

The problem under investigation is depicted schematically in
ig. 1. A vortex pair �the equivalent of a vortex ring in 3D� is
laced at an initial distance of 4a from a solid wall. The distance
etween the centers of the two rectilinear vortices is 2a. The cen-

ig. 1 The interaction of a vortex pair „or ring… with a heated
all
er of the pair moves initially at a velocity U in a trajectory per-

51701-2 / Vol. 130, MAY 2008
pendicular to the wall �y direction�. At the center of the bottom
solid wall, a plate of length Lo is kept at a fixed temperature Tw.
The fluid is contained between four solid walls of length L. The
size of the square domain is such that L=4Lo. The fluid and the
walls, with the exception of the heated plate, are initially at the
same temperature, Tinf.

The initial condition of the simulation considers a 2D cut of a
Hill spherical vortex �14�. This configuration allows us to directly
relate the translational velocity of the pair with its size �separation
distance between centers�. For such a vortical structure, the vor-
ticity is confined into the interior of a uniformly translating cylin-
der of radius a. The vortex lines form circles about an axis passing
through the center of the disk and the streamlines lie in meridional
planes. Outside the disk, the flow is irrotational. After some ma-
nipulations �15�, the velocity is given by an inviscid irrotational
formulation derived from a scalar function � expressed as

� = �
15U

20a2�x4 + x2y2 +
5

3
x2a2� for x2 + y2 � a2

Ua3

2
x2�x2 + y2�−3/2 for x2 + y2 � a2� �4�

where U is the translation velocity of the vortex in the y direction.
Clearly, for this case u=−�� /�y and u=�� /�x. Note that the
coordinate system is taken to be at the center of the vortex. From
Eq. �4�, it is easily verified that the irrotational motion for x2

+y2�a2 is also described by the velocity potential

� = −
Ua3

2

y

�x2 + y2�3/2 �5�

which is the potential function of a rigid disk moving through an
ideal fluid with a y velocity U.

The initial pressure field is

P = Pinf − �
U2a3

2
� x2 − 2y2

�x2 + y2�3/2 +
a3�x2 + 4y2�
x�x2 + y2�4 �, x2 + y2 � a2

�6�
Taking into account the continuity of pressure across the sur-

face of the disk, we find

P = H − �	u	2, x2 + y2 � a2 �7�

where H is the Bernoulli constant,

H =
25U2

40a2 x2�x2 + y2�

and

�	u	2 =
9U2

4a4 �y2x2 + y2�y2 + x2�2 +
a2y2

9
�

This inviscid vortex is taken solely as the initial condition to
start the numerical simulation of the problem. Clearly, as the full
Navier–Stokes equations are solved in time, this condition adapts
itself to that of a viscous pair moving toward a wall. Note also that
this initial condition does not account for the presence of the wall.

The temperature of the vortex is initially set to be the same as
the ambient temperature of the flow. The temperature of the
heated patch on the wall is maintained constant and higher than
the flow temperature by 45 K. The length of the isothermal plate
is given by L0. The heat flux over the isothermal heated plate is
evaluated.

4 Numerical Method
In the present study, a finite volume technique is used, consid-

ering a SIMPLE-like method. For more details, the reader is re-
ferred to Ref. �16�. A linearization and an alternating direction
implicit �ADI� decomposition of the momentum equations are in-

troduced to ensure a second order and semi-implicit time stepping

Transactions of the ASME
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ormulation of the predictor step and a semi-implicit formulation
f the predictor step �17�. At each ADI step, a tridiagonal linear
ystem is solved. A second/third order monotone upwind scheme
or conservation laws �MUSCL� flux limiter is also introduced in
he formulations of the convective fluxes to reduce the numerical
iffusion. In the corrector step, a convergence criterion for the
ressure correction algorithm is implemented to ensure a mass
esidual less than or equal to 10−4. Then, the energy equation is
olved by computing the temperature in an iterative procedure
nsuring a 10−7 temperature accuracy. Antisymmetric conditions
re implemented for velocities at the walls. Different mesh sizes
ere tested, and it was found that the numerical dispersion disap-
ears for meshes of 200�200 with a mesh size of 0.0005. In all
he simulations, the courant number is taken as
ax�Umax 	t /	x ,
	t /	x2��0.2. The simulations with these
esh sizes and time steps, as will be shown in the next section,

re in good agreement with other previously reported numerical
esults. Figure 2 shows the calculated mean Nusselt number �see
he definition in Eq. �10�� for a typical flow, for two different
alues of the mesh size. Clearly, the results are grid independent.

Many different combinations of Reynolds and Prandtl numbers
ere studied. The Reynolds number ranged from 250 to 1000 to

tudy laminar-inertial flows. The Prandtl number was varied from
.4 to 13.3. These range of values corresponds to the physical
roperties of most common liquids. A few additional simulations
ere also performed with Prandtl numbers of 0.7 and 100 �con-

idering only Re=250 and 1000� to cover the physical properties
orresponding to gases and oils, respectively.

All the computations were performed for several characteristic
ime scales tchar=a /U, up to the order 15 �corresponding to ap-
roximately 50 s�. Such calculations consist of approximately
00,000 time steps, corresponding to approximately 150 CPU min
n a personal computer �3 GHz, Pentium IV processor�. Compu-
ations are performed with the same small time step of 0.0005 s
nd a grid resolution of 200�200 for the same mesh size of
.0005 m.

The physical properties of water are considered for all the cal-
ulations. The values of the thermal diffusivity � are varied arti-
cially to achieve several values of Pr. Different values of Re are
btained, varying only the magnitude of U, keeping the relative
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ig. 2 Mean Nusselt number as a function of time. Simulations
or two mesh sizes, considering Re=250 and Pr=0.7.
ize of the vortex �with respect to the container� fixed.
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5 Results

5.1 Flow Field. Figure 3 shows the evolution of the vorticity
field as the vortical structure approaches and reaches the wall.
Since, for the case studied here, the flow remains symmetric, only
the fields on the right side are shown. For all cases, as explained
above, the energy and momentum equations are uncoupled.
Hence, the isothermal velocity field is first resolved. Each image
shows the vorticity field for a different time instant; additionally,
isovorticity lines are shown to facilitate the identification of the
vortical structures. Before the vortex pair reaches the wall �t*
= t / �a /U��1�, the vorticity is confined within the vortex core.
This is expected since a Hill vortex structure was chosen as the
initial condition. When the vortex moves closer to the wall �t*
=1.5�, the forced fluid motion over the wall creates an unsteady
boundary layer �t*=2�. The boundary layer separates as a result of
the flow-induced adverse pressure gradient. The vorticity created
during the separation detaches from the wall, forming a secondary
vortex �t*=2.5�. The primary and secondary vortices interact with
each other and the wall �2.5� t*�4.5�. The formation of tertiary
vortex can be observed for larger Re cases. The fluid motion is
eventually dissipated by the effect of viscosity. The figure shows
only the results for Re=250. Other simulations, for higher values
of the Re, show a similar behavior.

The motion of the vortices obtained with our computer simula-
tions can be compared with the analytical results of two counter-
rotating inviscid vortices interacting with a wall. The solution of
this classical problem can be found in Ref. �18�. The trajectory of
the center of the vortex is given by

4x2y2 = C�x2 + y2� �8�

where C is an arbitrary constant that depends on the initial sepa-
ration of the vortex pair �a in our case�. It is interesting to note
that this analytical result is independent of the circulation of the
vortex pair. Figure 4 shows a comparison of the prediction of Eq.
�8� and the trajectories of the center of the vortices for two differ-
ent values of Re. Clearly, away from the wall, the trajectories of
the simulated vortex pair are in good agreement with the inviscid
theory, corresponding to times t*�1.5. However, as expected, as
the vortex approaches the wall, the trajectory of the vortex pair is
greatly affected. From Fig. 3, it can be observed that for t*�1.5,
there is a significant amount of vorticity being produced at the
wall; hence, the inviscid prediction is not expected to be accurate.

The rich flow physics of a viscous vortex pair �or ring� inter-
acting with a solid wall has been reported before by several au-
thors �see, for example, Ref. �8��. In particular, to quantitatively
validate our results, a comparison with the results of Orlandi �10�
is presented, who simulated the interaction of a vortex pair with a
wall; as opposed to our simulations, he considered the case for
which the distance between the centers of the vortices and the
translation speed were independent. The trajectory of the main
vortex obtained by Orlandi is shown also in Fig. 4. Despite the
fact that the simulation conditions are not identical, the agreement
between these results is good.

5.2 Evolution of Temperature Field. Figure 5 shows the
evolution of the temperature field for the same flow shown in Fig.
3, considering a value of Pr=1.4. As in the previous figure, iso-
vorticity lines are also shown on top of the temperature fields.
When the simulation starts, the temperature of the fluid is lower
than that of the plate. Even before the vortical structure reaches
the wall, the heat from the plate has begun to diffuse into the fluid
�t*=1�. When the vortex moves closer and interacts with the wall
�t*=1.5�, heat is strongly convected away from the wall by the
motion of the fluid �1.5� t*�3�. Subsequently, as a result of the
recirculating nature of the fluid motion, the heated lump of fluid

*
returns back to the wall �3.5� t �4�, resulting in a decrease of
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he rate of heat transfer. However, along with the heated fluid, a
resh volume of fluid is also dragged over the wall, resulting in a
econd increase of the heat transfer �t*=4.5�. The rate of heat
ransfer continues to decrease for subsequent times. Many simu-
ations were conducted for a wide range of Re and Pr; a similar
ualitative behavior was observed for all cases.

5.3 Wall Heat Transfer. The local wall heat transfer can be
xpressed in dimensionless terms as

Nu =
h�x�L0

k
=

L0
 �T

�y



y=0

Tw − Tinf
�9�

here Tw is the temperature at the wall, Tinf is the initial tempera-
ure of the fluid away from the wall, L0 is the length of the heated
late, k is the thermal conductivity of the liquid, and h�x� is the
ocal convective heat transfer coefficient.

Figure 6 shows the value of the local Nusselt number as a

Fig. 3 Evolution of the vorticity field. Black and w
and −0.5 s−1 of vorticity, respectively. The solid lin
visualize the vortical structures. The case shown
terms: t*= t / „a /U…. A unit of t* represents the time i
a distance equivalent to its size. The distances are
y /L0. Note that only the right side of the simulati
indicative of the computational grid.
unction of the horizontal coordinate over the length of the wall,
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for the simulation results shown in Figs. 3 and 5. Each line rep-
resents the dimensionless heat transfer for different instants during
the interaction of the vortex with the wall. Clearly, the heat trans-
fer increases to a maximum value when the vortex pair reaches
the wall, which occurs at t*=2, for that particular value of Re.
Also, it is interesting to note that for most times, the Nusselt
number is relatively uniform across the plate. This uniformity re-
sults from the fact that the size of the vortex pair is comparable to
the size of the heated plate. Nevertheless, there is a variation of
the heat transfer over the plate; therefore, to quantify the total heat
transfer resulting from the vortex-wall interaction, the mean aver-
aged Nusselt number over the heated wall can be calculated as

Numean =
1

L0
�

−L0/2

L0/2
h�x�x

k
dx �10�

where the local convective heat transfer coefficient h�x� is defined

te levels on the figure represent values of 0.5 s−1

show contours of isovorticity, which are used to
for Re=250. The time is shown in dimensionless
kes for a vortex to move, at a constant velocity U,
rmalized by the size of the heated plate: x /L0 and
is shown. The mesh shown on the first image is
hi
es
is
t ta
no

on
as
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Fig. 5 Evolution of the temperature field. Black and white levels in the figure represent values of 0.9 and
1.0 of the dimensionless temperature „T−Tw… / „Tinf−Tw…, respectively. The solid lines show contours of
isovorticity, which are used to visualize the vortical structures. The case shown is for Re=250 and Pr

=1.4. Time and size are scaled, as in Fig. 3. Note also
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ine is the trajectory from Eq. „8…, considering C=22.9. The re-
ults of Orlandi †10‡ are also shown.
that only the right side of the simulation is shown.
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Figure 7 shows results for four typical simulations, where the
ean Nusselt number Numean is shown as a function of time. One

f the cases shown �Re=250,Pr=1.4� corresponds to the simula-
ion results shown in Figs. 3 and 5. Clearly, for early times, the
usselt number decreases as a function of time as the heat from

he wall is being diffused mainly by conduction through the fluid.
hen the fluid vortex approaches the wall, a sudden increase of

he heat transfer is observed. The heat transfer then decreases as a
esult of the recirculating nature of the flow; a second increase of
he Nusselt number can be observed, but with a smaller magnitude
han the first. For the cases shown in the figure, the purely con-
uctive, Nudiff, solution was calculated to serve as a basis of com-
arison. The purely diffusive heat transfer coefficient is obtained
rom the solution of the same geometry considering no fluid mo-
ion; that is, �u*,v*�= �0,0� everywhere in the computational do-
ain. The heat transfer for the purely conductive case is below the

ortex-convected case. Hence, the enhancement of the rate of heat
emoval from the wall results from the interaction of the vortical
tructure with the wall. The same qualitative behavior is observed
n all the cases shown in the figure. Figure 8 shows the calculated
alue of the Nusselt number by first varying the value of Pr for the
ame Re �a� and vice versa �b�. As the Reynolds number in-
reases, the peak of heat transfer appears earlier because the vor-
ex pair moves faster and reaches the wall sooner. Also, the mag-
itude of the peak is larger for larger Re. Moreover, as the Prandtl
umber increases, the heat transfer also increases. Hence, for this
ase, the heat transfer is dominated by the convective action of the
uid motion.

5.4 Enhancement of Heat Transfer. To evaluate the amount
f additional heat transferred resulting from the interaction of the
ortex pair with the wall, the ratio of the vortex induced heat
ransfer �Numean� and that for the purely conductive case �Nudiff� is
alculated. Figure 9 shows the ratio Numean /Nudiff as a function of
ime for several characteristic values of the Reynolds and Prandtl
umbers. It can be clearly observed that during the interaction of
he vortex with the wall, the heat transfer can be enhanced as

uch as 3.2 times the value corresponding to the conductive case.
he heat transfer enhancement increases with Re and Pr.
To obtain a quantitative measurement of the enhancement, we
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ocate the maximum value Numax of the heat transfer achieved
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uring the interaction. This value corresponds to the time instant
t which the vortex first interacts with the wall. Figure 10 shows
he value of Numax as a function of the flow Reynolds number for
range of values of the Prandtl number. For all cases, the value of

he maximum heat transfer increases with Re hence, the enhance-
ent of heat transfer increases with the Reynolds number. The

esults also show that the maximum heat transfer increases with
r, as the Prandtl number increases, the dependence with the Rey-
olds number becomes less important. The results presented in the
gure can be fitted to the following expression:

Numax = 4.139Re0.113Pr0.076 �12�
his equation, however, is not very accurate for certain values of

he Pr and Re since it assumes a dependence of the type Re�Pr�,
here � and � are constants. A better fit of the numerical results

an be given by the relation

Numax = 27.68Re0.0206�1 − Pr−0.1265�Re0.3221/Pr �13�
his expression is more accurate than formula �12�, but only for

he range of parameters chosen in this investigation. Moreover,
rom equations like this, the functional dependence of the inde-
endent variable is not evident at first sight, and its physical
eaning is not obvious.
The maximum value of the Nusselt number is clearly not the

nly significant parameter to quantify the enhancement of heat
ransfer resulting from the interaction of the vortex pair with the
all. As it has been shown above, there is a complex nonsteady
uid-wall interaction that results in continuous changes in the
alue of the heat transfer rate. To obtain a global measurement of
he heat transfer resulting from this interaction, a time averaged
usselt number can be calculated as

Nuglobal =
1

T�0

T

Numean�t�dt

here T is the total time during which the interaction is signifi-
ant. Figure 11 shows the global Nusselt number as a function of
e for several values of Pr. This average value of the heat transfer
oefficient decays slightly with the Reynolds number and in-
reases with the value of the Prandtl number. By averaging over a
ong time, the unsteady effects of the flow are lumped into
uglobal, and the global heat removal is determined mainly by the
uid thermal properties; hence, one may expect a weak depen-
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ig. 10 Maximum of the mean Nusselt number against the
eynolds number for several values of Pr between 1.4 and
3.26. Additional results are also shown for Pr=0.7 and 100 and
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ence on the flow Reynolds number considering this measure of
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the effective heat transfer.
Note that some variability can be observed in these measure-

ments; this is the result of the choice of the averaging time T used
in the calculations. For some combinations of Re and Pr, the du-
ration of the interaction is very long. For practical reasons, most
simulations were stopped at tchar=15 �corresponding to approxi-
mately 50 s or approximately 500,000 time steps�. Despite this
variability, the general trend in the results is very clear.

6 Conclusions
In this investigation, the motion of a vortex pair impinging on a

solid wall was studied. The fluid motion that resulted from this
interaction causes an increase of the local heat transfer coefficient.
Although it is clear that a forced fluid motion over a heated wall
causes an increase of the heat transfer from the wall, the details of
the process had not yet been investigated to date. In particular, the
case of the interaction of an isolated vortex pair �or ring� with a
heated wall had not been previously reported.

Our isothermal simulations were in good agreement with pre-
viously reported experimental and numerical results. The collision
of a vortex pair with a flat wall results in a complex fluid-wall
interaction that has direct implications to the rate of heat transfer.

The simulations showed that the heat transfer increases as a
result of the vortex-wall interaction, compared to the purely con-
ductive case. The heat transfer reaches a maximum value when
the vortex first arrives at the wall, to then decrease as the flow
continues to develop and a secondary vortex forms; subsequently,
the heat transfer reaches a second local maximum value when the
fluid, pushed by the circulating heated lump, is forced to interact
with the wall. Several local maxima, of decaying relative magni-
tude, were observed at a frequency that is proportional to the
vortex circulation. The magnitude of the heat transfer rate in-
creases with the values of the Reynolds and Prandtl numbers.
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Proposed Modification to Whole
Domain Function Specification
Method to Improve Accuracy of Its
Estimations
This paper investigates the inverse heat transfer problem of laminar forced convection
within a circular pipe. The performances of two classical algorithms used in the whole
domain function specification method (WDFSM) to obtain simultaneous estimates of the
time-varying inlet temperature and outer-wall heat flux are compared. Additionally, this
study proposes a modification to the linear assumption employed in the conventional
WDFSM to improve its estimation performance. The WDFSM solution procedure is based
on future temperature measurements at two different locations within the pipe flow. In the
modified algorithm, the variations of the estimations at all time steps for various values
of the future-time parameter are investigated, and if large variations in the slope of the
function are detected at some time steps, the originally linear assumption for the varia-
tion of the unknowns is replaced with the assumption of a constant function at these time
steps. Otherwise, the estimates at the other time steps are calculated using the linear
assumption. The numerical results confirm that the proposed algorithm yields slightly
more accurate estimates of the unknowns than the two classic algorithms.
�DOI: 10.1115/1.2884184�

Keywords: conjugate heat transfer, inverse method, numerical method, pipe flow
Introduction
Conjugate heat transfer, in which an interaction occurs between

he conduction effects in a solid wall and the convection effects
ithin a fluid flowing around it, occurs in many engineering de-
ices. In the case of thin-walled pipes, early researchers neglected
all conduction effects and considered that the conditions acting
n the external surface of the pipe were the same as those at the
urface of the inner wall. However, for conjugate heat transfer in
hick-walled pipes, this assumption is no longer valid. The conju-
ate heat transfer problem has been examined by a number of
esearchers �1–4�. Generally, it has been shown that a substantial
mount of heat is transferred to the fluid in the unheated sections
f the pipe as a result of wall conduction effects. These effects are
ore pronounced when the solid-to-fluid thermal conductivity ra-

io, ksf, is high and the inner-wall to outer-wall radius ratio, Riw
riw /row, is low. Under these conditions, the thermal boundary
onditions existing at the internal surface are not known a priori,
nd hence, the energy equations must be solved by assuming con-
itions of temperature and heat flux continuity.

Many researchers have attempted to establish stable solutions
or inverse heat conduction problems �IHCPs� using analytical
nd numerical approaches. For example, Su and co-workers �5,6�
stimated the spatially nonuniform wall heat flux in a thermally
eveloping hydrodynamically developed turbulent flow in a circu-
ar pipe using finite element interpolation and the Levenberg–

arquardt method. Meanwhile, Park and Lee �7� employed an
nverse technique based on the Karhunen–Loève Galerkin proce-
ure to numerically evaluate the unknown functions of the wall
eat flux for laminar flow within a duct. Bokar and Özisik �8�
pplied the conjugate gradient method of minimization with an

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 10, 2006; final manuscript re-
eived November 15, 2007; published online April 10, 2008. Review conducted by

. Haji-Sheikh.

ournal of Heat Transfer Copyright © 20
adjoint equation to estimate the time-varying inlet temperature for
laminar flow within a parallel-plate duct. Finally, Li and Yan
�9,10� applied the same inverse method to estimate the space- and
time-dependent wall heat flux for unsteady turbulent forced con-
vection within a circular tube and a parallel-plate channel, respec-
tively. However, the approaches described above all involve
lengthy iterative computational procedures and neglect the effects
of axial heat conduction within the wall in the vicinity of the
solid-fluid interface.

The sequential function specification method �SFSM� proposed
by Beck et al. �11� uses estimates of the unknowns at several
future times, p�1, to improve the stability of the ill-posed IHCP
and to reduce the sensitivity of the estimated results to measure-
ment errors. Yang �12,13� employed the SFSM to determine inte-
rior source and mix-typed boundary conditions. Meanwhile,
Chantasiriwan �14� utilized SFSM to estimate the time-dependent
Biot number. Behbahani-nia and Kowsary �15� applied the dual
reciprocity boundary element method with SFSM to estimate the
boundary heat flux in a two-dimensional IHCP. Kim and Lee �16�
applied the SFSM to estimate the time-varying heat transfer coef-
ficient between a tube-shaped casting and metal molds. The func-
tion specification method has the advantages of simplifying the
analysis task, reducing the computational time and expense by
replacing the iterative process with a future-time estimation con-
cept, and providing simultaneous estimates of all the unknown
parameters, thereby further enhancing the computational effi-
ciency.

This study considers the problem of conjugate heat transfer
within a laminar pipe flow and proposes an efficient technique
combining the function specification method and the linear least-
squares-error method to obtain simultaneous estimates of the un-
known outer-wall heat flux and inlet temperature over the total
time interval. Yang and Chen �17� verified the applicability of the
linear least-squares-error method to the two-dimensional IHCPs.
The inverse method applied in this study, i.e., the whole domain

function specification method �WDFSM�, is used to obtain simul-
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aneous solutions of the two-dimensional conduction equation for
he pipe wall and the two-dimensional convection equation for the
owing fluid. In obtaining these results, the WDFSM is applied
sing two different classic algorithms to estimate the future un-
nown parameter values, i.e., the constant variation function and
he time-dependent linear variation function, respectively. In an
ttempt to improve the accuracy of the estimated solutions ob-
ained using these two algorithms, an ameliorative algorithm is
eveloped for the WDFSM, which integrates the assumptions of
he constant and time-dependent linear variation functions. The
esults confirm that the estimates obtained using the modified al-
orithm are slightly more accurate than those obtained using the
riginal algorithms. Furthermore, it is shown that the estimates are
elatively insensitive to errors in the temperature measurements.

Physical Model and Governing Equations
The present study considers a system in which a Newtonian

uid of constant properties flows with steady laminar motion in a
ircular pipe. At X=0, the inlet temperature, ��0,R ,��, begins to
ary as a function of time with the form F���. The heat flux
mposed on the external surface of the pipe, Q���, also varies as a
unction of time. The present simulations calculate these two dis-
ributions simultaneously. Due to the symmetrical nature of the
urrent problem, the computational domain needs only to consider
ne-half of the pipe flow. The following assumptions are made:
1� the flow is two dimensional; �2� the pipe wall is homogeneous
nd has a constant thermal conductivity, ks, and a finite thickness;
3� the fluid is incompressible, homogeneous, and has a constant
hermal conductivity, kf; and �4� the pipe is of sufficient length so
hat fully developed flow exists at its entrance and exit regions.

Figure 1 presents a schematic representation of the current pipe
ow and conjugate heat transfer system. The governing equations
or the temperature field of the pipe flow are expressed by the
ollowing differential equations.

In the wall region,

�T
−

�s � �r
�T� − �s

� � �T� = 0 �1a�

Fig. 1 System under consideration. Note that the
temperature is uniform. „q„t… and f„t… denote the
ture function, respectively.…
�t r �r �r �x �x

51702-2 / Vol. 130, MAY 2008
�T�0,r,t�
�x

= 0 at x = 0, riw � r � row, t � 0 �1b�

�T�x,row,t�
�r

=
q�t�
ks

at 0 � x � l/2, r = row, t � 0 �1c�

In the fluid region,

�T

�t
+ u�r�

�T

�x
− � f� �2T

�x2 +
1

r

�

�r
�r

�T

�r
�� = 0 �2a�

T�0,r,t� = f�t� at x = 0, 0 � r � riw, t � 0 �2b�

�T�x,0,t�
�r

= 0 at x � 0, r = 0, t � 0 �2c�

The initial condition is expressed as

T�x,r,0� = Tinitial at x � 0, 0 � r � row, t = 0 �3�

At the interface between the pipe wall and the fluid within the
pipe �r=riw�,

kf�Tf�x,riw,t�/�r = ks�Ts�x,riw,t�/�r �4a�

Ts�x,riw,t� = Tf�x,riw,t� �4b�

where row and riw are the outer and inner pipe radii, respectively.
Let u�r� be the fluid velocity distribution. According to the con-
ventional Hagen–Poiseuille expression, u�r� is given by

u�t� = 2um�1 − � r

riw
�2� �5�

where um is the average velocity and can be determined from the
measured flow rate.

The following scale factors are introduced to reduce the gov-
erning equations and the boundary conditions of Eqs. �1a�–�1c�,
�2a�–�2c�, �3�, �4a�, �4b�, and �5� to a dimensionless form:

��X,R,r� =
T�x,r,t� − Tinitial , F��� =

f�t� − Tinitial

locity profile is fully developed and that the inlet
ter-wall heat flux function and the inlet tempera-
ve
ou
Tinitial Tinitial
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Q��� =
q�t�row

ksTinitial
, R =

r

row
, X =

x

l
, � =

� ft

row
2

In these expressions, F��� is the dimensionless time-varying
emperature at the entrance of the pipe, and Q��� denotes the
imensionless time-varying outer-wall heat flux. The governing
arameters for conjugate conduction and laminar forced convec-
ion heat transfer in a pipe subjected to a nonuniform heat flux
nclude the Reynolds number Re=2riwum /�, the Prandtl number
r, the solid-to-fluid thermal conductivity ratio ksf =ks /kf, and the
olid-to-fluid thermal diffusivity ratio, �sf =�s /� f.

From the above, it is clear that the current problem involves
any independent dimensionless parameters. A comprehensive

arametric study involving all of these parameters would involve
vast set of results and is not called for in the present study.
ence, the values of some of the dimensionless parameters are

pecified as constants, i.e.,

L = l/row = 20 and Riw = riw/row = 0.8

ksf = 72.027 and �sf = 55.94

Pe = 7000

The value of the dimensionless length is sufficiently long to
bserve the thermal development of the flow. The dimensionless
ength of the unheated section �l /2�x� l� is long enough to ac-
ount for the wall axial conduction effects and to ensure that the
utlet boundary condition ��T /�x=0� is appropriate.

Numerical Method

3.1 Direct Problem. In the present study, the direct problem
s analyzed using the finite-difference method. Following discreti-
ation, the dimensionless governing equations and boundary con-
itions given in Eqs. �1a�–�1c�, �2a�–�2c�, and �3� can be ex-
ressed in the following recursive forms.

In the wall region,

�i,j
n − �i,j

n−1

��
−

�sf

Rj
��i,j+1

n − �i,j−1
n

2�R
+ Rj

�i,j+1
n − 2�i,j

n + �i,j−1
n

��R�2 �
−

�sf

L2 ��i+1,j
n − 2�i,j

n + �i−1,j
n

��X�2 � = 0 �6a�

�1,j
n − �0,j

n

�X
= 0 at i = 0, jw � j � J, n � 0 �6b�

�i,J
n − �i,J−1

n

�R
= Qn at 0 � i � I/2, j = J, n � 0 �6c�

In the fluid region,

�i,j
n − �i,j

n−1

��
+

1

RiwL
Pe�1 − � Rj

Riw
�2��i+1,j

n − �i−1,j
n

2�X

−
1

L2

�i+1,j
n − 2�i,j

n + �i−1,j
n

��X�2 −
1

Rj
��i,j+1

n − �i,j−1
n

2�R

+ Rj

�i,j+1
n − 2�i,j

n + �i,j−1
n

��R�2 � = 0 �7a�

�0,j
n = Fn at i = 0, 0 � j � jw, n � 0 �7b�

�i,1
n − �i,0

n

�R
= 0 at i � 0, j = 0, n � 0 �7c�

he initial condition is given by

�0 = 0 at i � 0, 0 � j � J, n = 0 �8�
i,j

ournal of Heat Transfer
Substituting Eq. �4b� into the discretization equation obtained
from the energy equation �Eq. �4a�� at the interface between the
wall and the fluid inside the pipe gives the dimensionless inner-
wall temperature as

�i,jw
n =

ksf

ksf + 1
�i,jw+1

n +
1

ksf + 1
�i,jw−1

n �9�

In Eqs. �6a�–�6c�, �7a�–�7c�, �8�, and �9�, �R and �X are the
increments in the dimensionless spatial coordinates, �� is the in-
crement of the temporal coordinate, i is the ith grid point along the
x-coordinate direction, j is the jth grid point along the
r-coordinate direction, n is the nth grid point along the temporal
coordinate, and �i,j

n is the dimensionless temperature at grid point
�i , j�. Meanwhile, Qn and Fn are the uniform outer-wall heat flux
and inlet temperature, respectively, at the nth grid point along the
temporal coordinate. Finally, J is the grid point at the boundary,
i.e., R=1, and jw represents the grid point at the inner wall, i.e.,
R=Riw=0.8.

In the inner-wall temperature expression given in Eq. �9�, it is
apparent that the dimensionless inner-wall temperature, �i,jw

n , ex-
pressed by �i,jw+1

n at the first radial grid point in the pipe wall and
by �i,jw−1

n at the final radial grid point in the fluid, is eliminated
during algebraic vector manipulation. In other words, the bound-
ary conditions acting at the solid-fluid interface are avoided,
which significantly simplifies the analysis task.

Using the inner-wall temperature given in Eq. �9� and the
boundary conditions and initial condition given in Eqs. �6b�, �6c�,
�7b�, �7c�, and �8�, the recursive forms of the governing equations
in Eqs. �6a� and �7a� can be rearranged in the form of the follow-
ing linear model:

Tn = A−1Tn−1 + A−1BCn = DTn−1 + DBCn �10�
where

D = A−1

In the above, matrix A is a constant matrix constructed from the
thermal properties and spatial coordinates of the system. Mean-
while, the components of vector T are the dimensionless tempera-
tures at discrete points within the pipe wall and the fluid. Finally,
matrix B is the coefficient of vector C, which is composed of the
dimensionless boundary conditions, including the inlet tempera-
ture and the heat flux acting on the external surface of the pipe.

3.2 Inverse Problem

3.2.1 Whole Domain Function Specification Method. It is ad-
vantageous to perform the current algebraic manipulations using a
matrix form of the conjugate heat transfer model. Equation �10�
can be written in an expanded matrix form as

	
T1

T2

]

TN−1

TN

 = �

D 0 ¯ 0

D2 D �

] � � � ]

DN−1
� � D 0

DN DN−1
¯ D2 D

��B�

	 �
C1

C2

]

CN−1

CN
� + �

D

D2

]

DN−1

DN
�T0� �11�

where N is the number of time steps to be estimated. The un-
known vector C of each time step has two components, i.e., the
inlet temperature and the outer-wall heat flux. To stabilize the

computational results, the future-time concept is applied. Equation

MAY 2008, Vol. 130 / 051702-3



�
t

w
f
s
�
p
E
m

w

s
i

w

a
u
o

c
e
b
n
d
t
t
s
w

c
f

0

10� can be expressed in terms of the following vectors and ma-
rices:

	
Tn

Tn+1

]

Tn+p−2

Tn+p−1

 = �

D 0 ¯ 0

D2 D �

] � � � ]

Dp−1
� � D 0

Dp Dp−1
¯ D2 D

��B�

	 �
Cn

Cn+1

]

Cn+p−2

Cn+p−1
� + �

D

D2

]

Dp−1

Dp
�Tn−1� �12�

here p is a future-time parameter indicating the number of
uture-time measurements used as input data. Applying the as-
umptions given in Secs. 3.2.2 and 3.2.3, the future components
Cn+1 ,Cn+2 , . . . ,Cn+p−1� for times tn+1, tn+2 , . . . , tn+p−1 are incor-
orated into the current-time component Cn. Then, substituting
q. �12� into Eq. �11� and simplifying the result, the whole do-
ain equation can be rearranged into the following form:

� = M
 �13�

here

� =	
T1 − D1T0

T2 − D2T0

]

Tr − DrT0

T2 − D2T0

T3 − D3T0

]

Tp+1 − Dp+1T0

]

TN − DNT0

]

TN+p−1 − DN+p−1T0


 , 
 = �
C1

C2

]

]

CN−1

CN

�
The unknown parameters at any time step can be estimated

imultaneously by applying the linear least-squares-error method,
.e.,


 = �MTM�−1MT� �14�

here �MTM�−1MT is a reverse matrix.
This method, which combines the function specification method

nd the whole domain estimation technique, enables all of the
nknown boundary conditions to be estimated simultaneously
ver the total time interval.

3.2.2 WDFSM Algorithms. The function specification method
an be implemented using different algorithms, which are differ-
ntiated by the assumptions they make regarding the relationship
etween the future components and the current estimated compo-
ents. It is worth emphasizing that even though the algorithms
escribed below are temporarily inexact assumptions, they none-
heless provide an effective means of stabilizing the computa-
ional results. The sections below describe two classic function
pecification algorithms, and introduce a modified algorithm
hich combines the characteristics of both algorithms.
Algorithm 1: Constant Function. The future-time unknown

omponents are temporarily estimated using a constant function
n+1
orm. In this function, the future components C ,

51702-4 / Vol. 130, MAY 2008
Cn+2 , . . . ,Cn+p−1 are assumed to be equal to the component being
currently estimated.

Cn = Cn+1 = Cn+2 = ¯ = Cn+p−1 �15�

The single unknown is Cn, since C1 , . . . ,Cn−1 have been calcu-
lated previously.

Algorithm 2: Linear Function. The future-time unknown com-
ponents are temporarily estimated using a linear function form.
Numerical experiments have determined that the assumption of a
linear function form for the unknown components is superior to
that of a constant function form �18�. Under the linear function
form approach, it is assumed that the future components Cn+1,
Cn+2 , . . . ,Cn+p−1 vary linearly and that Cn+j−1 can be written in
terms of Cn and Cn−1 �11� as

Cn+j−1 = jCn − �j − 1�Cn−1 �16�
The unknown component can then be estimated at each time step
by applying the measurements of future time steps.

3.2.3 Algorithm 3: Modified Algorithm. In order to improve
the accuracy of the estimates obtained from the WDFSM, this
study proposes a modified algorithm, which essentially combines
the constant and linear functions described above. In the proposed
algorithm, the variations of the unknown estimates at future time
steps for various values of the future-time parameter are investi-
gated, and if large variations in the slope of the function are de-
tected at any time step, the originally linear assumption is re-
placed with the constant function assumption at these particular
time steps. The time steps at which the algorithm replaces the
linear assumption with the constant function are identified by es-
tablishing the intersection points of piecewise approximate slope
lines constructed on the basis of the preliminary stable estimates
generated using different future-time parameter values. The future
unknown components at these particular time steps are then com-
puted using the constant function rather than the original linear
function. However, the future unknown components at all other
time steps are still estimated using the linear algorithm. As an
example of this approach, Fig. 2 shows the estimated results ob-
tained from the WDFSM using the linear algorithm �Algorithm 2�
with several future-time parameter values �i.e., p=17, p=19, and
p=21� for a triangular heat flux profile. As described above, the
time steps at which Algorithm 3 will replace the linear assumption
with a constant function assumption are calculated by identifying
the intersection points of piecewise approximate slope lines to the
curves of the estimated results. In the present example, the rel-
evant time steps are seen to be �1=0.00087 and �2=0.00142, re-
spectively. Therefore, under the modified algorithm, the future-

Fig. 2 Time steps for use in modified algorithm obtained from
intersection points of piecewise approximate slope lines
time components at these particular time steps will be calculated

Transactions of the ASME



u
s
r

4

fl
d
v
t
F
3

F



u
2
t
	
a
d
=
t
t
1
d
t
t
t
c
a

t
t

F
m
s

J

sing the constant function algorithm, while those at all other time
teps will be calculated using the original linear function algo-
ithm.

Results and Discussion
This paper considers the conjugate heat transfer problem of

uid flowing through a pipe. Hence, the analyzed IHCP involves
etermining the effect of heat conduction in the pipe wall in de-
eloping laminar forced convection flow and generating heat
ransfer within the pipe. The time-dependent inlet temperature,
���, and outer-wall heat flux distribution, Q���, illustrated in Fig.
are assumed to vary in the form

���

=	
�

8.58 	 10−4 for 0 � � � 8.58 	 10−4

1 −
� − 8.58 	 10−4

2 	 5.72 	 10−4 for 8.58 	 10−4 � � � 1.43 	 10−3

0.5 for 1.43 	 10−3 � �

Q��� = 	sin� ��

1.716 	 10−3� for 0 � � � 1.43 	 10−3

0.5 for 1.43 	 10−3 � �



The direct problem described above in Sec. 3.1 can be solved
sing the finite-difference method. The total simulation time of
.288	10−3 �in dimensionless terms� is divided into 80 equal
ime steps, corresponding to a sampling frequency of 2.86

10−5. The dimensionless length and radius of the pipe are both
ssumed to be equal to 1 and are divided into 50 and 40 equal
ivisions, respectively, corresponding to �X=0.02 and �R
0.025. Temperature measurement sensors are placed on the cen-

erline of the pipe �R=0� and at the inner wall �R=Riw�, respec-
ively, at a downstream location of Xmea=10�X, as shown in Fig.
. Using the dimensionless temperature data obtained from the
irect problem, the inverse problem for the time-varying inlet
emperature and outer-wall heat flux components is solved using
he three algorithms described in Sec. 3.2. The quality of the es-
imated results obtained from each algorithm is then verified via a
omparison with the above time-varying boundary conditions �ex-
ct solutions�.

In practice, the temperature measurements always contain a cer-
ain degree of error. Therefore, in this study, it is considered that

ig. 3 The dimensionless boundary conditions and simulated
easured temperatures at downstream locations with mea-

urement error of 3%
he simulated temperature measurements used in the inverse

ournal of Heat Transfer
analysis include a measurement error component. For reasons of
practicality, a random error noise is added to the exact temperature
values computed in the direct problem. Hence, the measured di-
mensionless temperature �measured is expressed as

�measured = �exact�1 + �� �17�

where �exact is the exact dimensionless temperature,  is the am-
plitude of the measurement error, and � is a random value speci-
fied between −1 and 1.

The simulated measured temperatures at two different down-
stream locations for an assumed measurement error of =3% are
illustrated in Fig. 3. It clearly shows that the measurements are
taken at the two locations where the temperatures are significantly
different from the inlet temperatures. In this study, the simulated
measured temperatures are used for simultaneous estimation of
the inlet temperature and the outer-wall heat flux. Figure 4 com-
pares the exact solutions and the estimated results for the dimen-
sionless inlet temperature. The estimated results are calculated
with three different values of the future-time parameter p and an
assumed measurement error of =3% by the WDFSM using Al-
gorithm 1 �Fig. 4�a�� and Algorithm 2 �Fig. 4�b��. In general, the
estimated results are seen to be in good agreement with the exact
solutions at p=18 and p=22. However, those obtained with p
=18 are slightly less accurate than those obtained with p=22.
When a value of p=14 is specified, the estimated results deviate
significantly from the exact solutions. Comparing the estimated

(a)

(b)

Fig. 4 Estimated dimensionless inlet temperature distribu-
tions for measurement error of 3% obtained using different val-
ues of future-time parameter in „a… Algorithm 1 and „b… Algo-
rithm 2
results obtained using p=14 in Figs. 4�a� and 4�b�, respectively, it
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s seen that those obtained from Algorithm 2 are closer to the
xact solution than those obtained from Algorithm 1. Therefore, it
an be concluded that the effect of the future data in reducing the
ensitivity of the estimated results to measurement errors is better
n Algorithm 2 than in Algorithm 1.

Figure 5 compares the exact solutions and the estimated results
or the dimensionless outer-wall heat flux, Q���. The estimated
esults are calculated with three different values of the future-time
arameter p and an assumed measurement error of =3% by the
DFSM using Algorithm 1 �Fig. 5�a�� and Algorithm 2 �Fig.

�b��. Comparing the estimated results obtained from Algorithm 1
ith p=14 and Algorithm 2 with p=16, it can be seen that al-

hough both sets of estimated results provide reasonable approxi-
ations to the exact solutions, those obtained from Algorithm 2
ith p=16 are more accurate. When measurement errors are taken

nto consideration, a slight deviation exists between the exact so-
utions and the best estimated results obtained from Algorithms 1
nd 2. The extent of this deviation depends on the value of the
uture-time parameter. The value of the future-time parameter,
hich minimizes the deviation, i.e., the optimum future-time pa-

ameter, varies from algorithm to algorithm.
Figures 4 and 5 reveal that the value of the future-time param-

ter required to provide a close approximation of the outer-wall
eat flux is significantly lower than that required to generate ac-
urate estimations of the inlet temperature. When Algorithm 1 is
pplied, slight deviations in the estimated results from the exact

(a)

(b)

ig. 5 Estimated dimensionless outer-wall heat flux distribu-
ions for measurement error of 3% obtained using different val-
es of future-time parameter in „a… Algorithm 1 and „b… Algo-
ithm 2
olutions are seen immediately prior to heating �see Figs. 4�a� and

51702-6 / Vol. 130, MAY 2008
5�a��. It is observed that the magnitude of these deviations in-
creases as the value of the future-time parameter is increased.
However, these deviations are not evident under Algorithm 2 �see
Figs. 4�b� and 5�b��. In other words, the estimated results pre-
sented in Figs. 4�b� and 5�b� are more exact than those in Figs.
4�a� and 5�a�, respectively, since the leading error is fully elimi-
nated. Note that the leading error observed under Algorithm 1 is
caused as a result of a flawed assumption �i.e., a constant func-
tion� regarding the variation of the unknown parameters at the
future time steps.

Figure 6 shows the derivation of the time steps associated with
the intersection points obtained from piecewise approximate slope
lines based on the results of the preliminary estimations obtained
using Algorithm 2 with several future-time parameter values. As
described previously, the modified algorithm replaces the linear
assumption with the constant assumption at these time steps to
improve the accuracy of the estimated results. In Fig. 6�a�, which
shows the inlet temperature distribution, it can be seen that the
time steps at which the assumption for the unknowns must be
modified are 0.00083 and 0.00143, respectively. However, in Fig.
6�b�, which shows the outer-wall heat flux distribution, it is diffi-
cult to establish the intersection of the slope lines at the peak of
the heat flux profile, and the only time step which can be identi-
fied is 0.001453.

Figures 7�a� and 7�b� present the best estimates obtained from
the three algorithms for the dimensionless inlet temperature, ����,
and the dimensionless outer-wall heat flux, Q���, respectively. In
each case, the results assume a measurement error of =3% and

(a)

(b)

Fig. 6 Identification of time steps for use in modified
algorithm
are obtained using the optimum value of the future-time parameter

Transactions of the ASME
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n each algorithm. The exact solutions are also presented for com-
arison purposes. It is observed that the best estimate obtained
rom Algorithm 2 is more accurate than that provided by Algo-
ithm 1. However, the solution provided by Algorithm 3 is closer
o the exact solution than those of either Algorithm 1 or Algorithm
. Hence, it can be concluded that Algorithm 3 provides a work-
ble approach for solving the current inverse problem with high
ccuracy.

As stated previously, the quality of the estimated results is eas-
ly checked since the exact solution is known. In this study, the
uality of the estimated solutions is assessed by �dC, i.e., the
oot-mean-square �rms� error, defined as

�dC =� 1

N�
i=1

N

�Cestimated
i − Cexact

i �2 �18�

Clearly, from Eq. �18�, a higher rms error corresponds to a less
ccurate solution. This study divides the rms error, �dC, into two
roups, i.e., �d� �the rms error of the inlet temperature� and �dQ
the rms error of the outer-wall heat flux�. Figure 8 plots the
ariations of �d� �Fig. 8�a�� and �dQ �Fig. 8�b�� with the future-
ime parameter p for a measurement error of =3%. The results
eveal that the variations of the rms error are greatly influenced by
he value of the future-time parameter in all three algorithms. In
eneral, the sensitivity of the estimated results to measurement
rrors can be reduced by increasing the value of the future-time
arameter. Increasing the value of p in the ranges p�18, p�19,

(a)

(b)

ig. 7 Optimum estimation results obtained from three algo-
ithms for „a… inlet temperature and „b… outer-wall heat flux with
easurement error of 3%
nd p�22 yields a distinct improvement in the estimated results

ournal of Heat Transfer
for the inlet temperature obtained by Algorithms 1, 2, and 3, re-
spectively. In other words, the error of the estimations actually
increases in Algorithms 1 and 2 at values of p higher than the
optimum value. Regarding the estimated results for the outer-wall
heat flux, the rms can be improved by increasing the value of the
future-time parameter in the ranges p�13, p�15, and p�18 for
Algorithms 1, 2, and 3, respectively. From Fig. 8, it is clear that
Algorithm 2 consistently produces more accurate solutions than
Algorithm 1 at the same value of the future-time parameter. This
confirms that the effect of the future data in minimizing the error
of the estimated results is better in Algorithm 2 than in Algorithm
1. Finally, it is seen that the rms reduces significantly as the value
of the future-time parameter is increased in Algorithm 3. There-
fore, the most accurate estimates shown in Fig. 8 are those ob-
tained by Algorithm 3.

On the basis of the results in Fig. 8, it can be concluded that a
greater volume of future data is required to damp oscillation and
to obtain a stable solution when higher measurement errors exist.
The optimum value of the future-time parameter p depends on the
amplitude of the measurement error and the algorithm employed.

5 Conclusion
This study has applied the WDFSM to obtain simultaneous es-

timates of the time-varying inlet temperature and outer-wall heat
flux in laminar pipe flow based on temperature measurements
taken within the pipe flow. The performances of three algorithms

(a)

(b)

Fig. 8 Variation of rms error with future-time parameter for
three algorithms for „a… inlet temperature, �d�, and „b… outer-
wall heat flux, �dQ, for measurement errors of 1% and 3%
in the function specification method have been compared. The
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f
q
d

h
t
n
f
W
r
i
a
v
c
u

N

G

S

0

unction specification method has the advantage that the unknown
uantities of the thermal boundary conditions can be estimated
irectly without changing the physics of the problem.

When fewer future-time measurements are used to estimate the
eat flux component at the current time step, the estimated solu-
ion is generally unstable. However, the stability increases as the
umber of future measurements increases. In other words, the
uture-time parameter serves as a stabilizing parameter in the

DFSM. The current results have revealed that the estimated
esults are accurate even when a measurement error of 3% is
ntroduced. In general, the numerical results have shown that the
lgorithm proposed in this study, which integrates the constant
ariation and time-dependent linear variation functions of the two
lassic algorithms, yields slightly more accurate estimates of the
nknowns than either of the two classic algorithms.

omenclature
A � constant matrix constructed from thermal prop-

erties and spatial coordinates
B � coefficient matrix of C
C � vector constructed from the unknown boundary

conditions
F � dimensionless inlet temperature

f�t� � function form of inlet temperature variation
k � thermal conductivity
l � length of the pipe
p � future-time parameter

Pr � Prandtl number
Q � dimensionless outer-wall heat flux

q�t� � function form of the outer-wall heat flux
R � reverse matrix
R � dimensionless radial coordinate

Re � Reynolds number
r � radial coordinate

T � temperature vector
T � temperature
u � fluid axial velocity
X � dimensionless axial coordinate
x � axial coordinate

reek Symbols
� � thermal diffusivity

�X � axial step size
�R � radial step size
�� � time step size

� � kinematic viscosity
� � random variable
� � dimensionless temperature
 � standard deviation of the measurement error
� � dimensionless time

ubscripts
exact � exact temperature
51702-8 / Vol. 130, MAY 2008
f � fluid
i , j ,n ,J � indices

initial � initial value
iw � inner wall
jw � index of radial coordinate at inner wall
m � mean value

measured � measured temperature
ow � outer wall

s � solid
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On the Physics of Heat Transfer
and Aerodynamic Behavior of
Separated Flow Along a Highly
Loaded Low Pressure Turbine
Blade Under Periodic Unsteady
Wake Flow and Varying of
Turbulence Intensity
This paper attempts to provide a detailed insight into the heat transfer and aerodynamic
behavior of a separation zone that is generated as a result of boundary layer development
along the suction surface of a highly loaded low pressure turbine blade. This paper
experimentally investigates the individual and combined effects of periodic unsteady
wake flows and freestream turbulence intensity (Tu) on heat transfer and aerodynamic
behavior of the separation zone. Heat transfer experiments were carried out at Reynolds
numbers of 110,000, 150,000, and 250,000 based on the suction surface length and the
cascade exit velocity. Aerodynamic experiments were performed at Re=110,000. For the
above Re numbers, the experimental matrix includes Tu’s of 1.9%, 3.0%, 8.0%, and
13.0% and three different unsteady wake frequencies with the steady inlet flow as the
reference configuration. Detailed heat transfer and boundary layer measurements are
performed with particular attention paid to the heat transfer and aerodynamic behavior
of the separation zone at different Tu’s at steady and periodic unsteady flow conditions.
The objectives of the research are (a) to quantify the effect of Tu on the aerothermal
behavior of the separation bubble at steady inlet flow conditions, (b) to investigate the
combined effects of Tu and the unsteady wake flow on the aerothermal behavior of the
separation bubble, and (c) to provide a complete set of heat transfer and aerodynamic
data for numerical simulation that incorporates Navier–Stokes and energy equations. The
experimental investigations were performed in a large-scale, subsonic, unsteady turbine
cascade research facility at the Turbomachinery Performance and Flow Research Labo-
ratory of Texas A&M University. �DOI: 10.1115/1.2885156�
ntroduction

Flow separation occurs in aircraft turbine components during
he design and off-design operation. At higher Reynolds numbers
takeoff, landing: 400,000–600,000�, flow separation may occur in
igh pressure turbine �HPT� blades as a result of incidence angle
hanges that are induced by adverse off-design operation condi-
ions. On the other hand, at lower Reynolds numbers �cruise:
0,000–250,000�, the laminar boundary layer along the suction
urface of the low pressure turbine �LPT� passing through the
inimum blade pressure encounters an adverse pressure gradient

hat causes the flow to separate, build up a separation bubble, and
hen reattach. The process of flow separation and reattachment
dds to the complexity of the flow field, which makes it more
ifficult to reliably predict the flow field using numerical tools.

The computational fluid dynamic �CFD� tools have reached a
evel of maturity that enables the gas turbine designers to numeri-
ally simulate complex flow structures. CFD codes are regularly
tilized for qualitative aerodynamics and heat transfer studies of

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 13, 2006; final manuscript re-
eived May 31, 2007; published online April 10, 2008. Review conducted by Jay M.

hodadadi.

ournal of Heat Transfer Copyright © 20
HPTs at high Reynolds numbers in the absence of flow separation.
It is also utilized as a powerful tool for parametric aerodynamics
and heat transfer design studies. However, quantitatively, the CFD
has not reached the desired level to a priori predict the flow quan-
tities of complex structures in a reliable fashion. Separation incep-
tion, size and reattachment, total pressure loss coefficient, and
efficiency are among those quantities where CFD is still not yet
capable of a priori providing quantitative results that satisfactorily
compare with the experiment. Furthermore, the prediction of
blade surface temperature is still associated with major inaccu-
racy. Implementation of physically sound turbulence and transi-
tion models is still an unresolved issue.

Given the turbine inlet temperature level of the current high
performance core engines, the low pressure turbine �LPT� blades
are not subjected to excessive thermal stresses that require exten-
sive heat transfer studies. However, considering the current state-
of-the-art engine design and projecting its progressive trend into
the near future, a thorough understanding of the underlying phys-
ics of LPT heat transfer and its quantitative prediction seems in-
dispensable. This is, on the other hand, unmistakably concatenated
with understanding the basic heat transfer physics of separated
flow regime that is exposed to periodic unsteady inlet flow condi-
tions. This circumstance constitutes the prime motivation in de-

fining the objective of the present work that treats the heat transfer

MAY 2008, Vol. 130 / 051703-108 by ASME
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nd aerodynamic behavior of the separation zone under periodic
nsteady flow conditions and varying turbulence intensity.

LPT aerodynamic aspects of separated flow under periodic un-
teady inlet flow conditions have been the subject of a series of
esearch reports published by TPFL, supported by the NASA
lenn Research Center. Very recent papers, Refs. �1,2�, deal with

he physics of the inception, onset, and extent of the separation
ubble along a LPT blade under periodic unsteady inlet flow con-
itions. The study in Ref. �3� investigates the effect of Reynolds
umbers and periodic unsteady wake flow conditions on boundary
ayer development, separation, and reattachment along the suction
urface of a low pressure turbine blade. The subsequent study,
ef. �4�, treats intermittent behavior of the separated boundary

ayer along the suction surface of a low pressure turbine blade
nder periodic unsteady flow conditions. The comprehensive
tudy in Ref. �5� investigates the combined effects of wake fre-
uency and freestream turbulence intensity of the unsteady bound-
ry layer behavior along the suction surface of a LP turbine with
articular attention given to the separation bubble aerodynamics.
PT aerodynamic research reported in Ref. �6� also deals prima-

ily with boundary layer separation and reattachment behavior un-
er unsteady flow conditions. Pressure surface separation aerody-
amics and heat transfer was the subject of an experimental
nvestigation reported in Ref. �7�, where the separation was trig-
ered by changing the incidence angle.

LPT aerodynamics and heat transfer aspects of a separated flow
long the pressure side were treated numerically in Ref. �8�. Here,
s in Ref. �7�, the separation was triggered by varying the inci-
ence angle that caused moderate to massive separation zones on
he pressure surface of a highly loaded LPT blade, T106-300. This
aper provides a detailed velocity, heat transfer, and pressure mea-
urement along the pressure surface. Further intensive literature
earch and the subsequent communications with heat transfer ex-
erts �9,10� did not result in finding more papers that cover this
opic.

HPT heat transfer aspects of gas turbine blades are reported in
any papers. Detailed heat transfer and boundary layer develop-
ent along the surfaces of a high Reynolds number space shuttle
ain engine �SSME� blade under periodic unsteady inlet flow

ondition is reported in Ref. �11�. The effect of periodic unsteady
nlet flow conditions on a HPT blade heat transfer is reported in
efs. �12–14�, where the experiments were focused on obtaining

he surface heat transfer information and pressure distribution
ithout unsteady boundary layer measurements.
Steady heat transfer aspects are the subject of many articles

ublished prior to 1971 that dealt with heat transfer in turboma-
hinery, summarized in Ref. �15�. Further detailed information
bout gas turbine heat transfer and a critical evaluation of differ-
nt heat transfer experimental and numerical methods are pre-
ented in Ref. �16�. An interesting investigation dealing with the
ffect of freestream turbulence on HPT blade heat transfer and
ressure distribution is presented in Ref. �17�. Systematic heat
ransfer experiments were performed where the turbulence inten-
ity was varied from 0.73% to 14.33% by applying different tur-
ulence generator grids at Reynolds numbers ranging from 15,000
o 105,000. The results reveal a systematic increase in Nusselt
umbers with increasing the Reynolds number at constant turbu-
ence intensity. Furthermore, the transition start moves further up-
tream with increasing the Reynolds number and turbulence inten-
ity.

The objectives of the research are �a� to quantify the effect of
u on the aerothermal behavior of the separation bubble at steady

nlet flow conditions, �b� to investigate the combined effects of Tu
nd the unsteady wake flow on the aerothermal behavior of the
eparation bubble, and �c� to provide a complete set of heat trans-
er and aerodynamic data for numerical simulation that incorpo-
ates Navier–Stokes and energy equations. The experimental in-

estigations were performed in a large-scale, subsonic unsteady

51703-2 / Vol. 130, MAY 2008
turbine cascade research facility at the Turbomachinery Perfor-
mance and Flow Research Laboratory of Texas A&M University.

Experimental Research Facility
To investigate the effect of unsteady wake flow on turbine and

compressor cascade aerodynamics, particularly on unsteady
boundary layer transition, a multipurpose, large-scale, subsonic
research facility was designed and has been in operation since
1993. Since the facility in its original configuration is described in
Refs. �1,2,11�, only a brief description of the modifications and
the main components is given below. The research facility con-
sists of a large centrifugal compressor, diffuser, settling chamber,
nozzle, unsteady wake generator, and a turbine cascade test sec-
tion, as shown in Fig. 1. The compressor with a volumetric flow
rate of 15 m3 /s is capable of generating a maximum mean veloc-
ity of 100 m /s at the test section inlet. The settling chamber con-
sists of five screens and one honeycomb flow straightener to con-
trol the uniformity of the flow.

A two-dimensional periodic unsteady inlet flow is simulated by
the translational motion of an unsteady wake generator �see Figs.
2 and 3� with a series of cylindrical rods attached to two parallel
operating timing belts driven by an electric motor. To simulate the
wake width and spacing that stem from the trailing edge of rotor
blades, the diameter and number of rods can be varied. The rod
diameter, its distance from the LPT blade leading edge, the wake
width, and the corresponding drag coefficient are chosen accord-
ing to the criteria outlined by Schobeiri et al. �18�. The belt-pulley
system is driven by an electric motor and a frequency controller.
The wake-passing frequency is monitored by a fiber optic sensor.
The sensor also serves as the triggering mechanism for data trans-
fer and its initialization, which is required for ensemble averaging.
This type of wake generator produces clean two-dimensional
wakes, whose turbulence structure decays and development is, to
a great extent, predictable �19�.

To account for a high flow deflection of the LPT cascade, the
entire wake generator and test section unit, including the travers-
ing system, was modified to allow a precise angle adjustment of
the cascade relative to the incoming flow. This is done by a hy-
draulic platform, which simultaneously lifts and rotates the wake
generator and test section unit. The unit is then attached to the
tunnel exit nozzle with an angular accuracy less than 0.05 deg,
which is measured electronically.

Variation of Unsteady Wake Frequency. The special design
of the facility and the length of the belts �Lbelt=4960 mm� enables
a considerable reduction of the measurement time. For unsteady
boundary layer investigation, two clusters of rods with a constant
diameter of 2 mm are attached to the belts, as shown in Fig. 2.
The two clusters with spacings SR=160 mm and SR=80 mm are
separated by a distance, which does not have any rods, thus, simu-
lating steady-state case �SR=��. Thus, it is possible to measure
sequentially the effect of three different spacings at a single
boundary layer point. To clearly define the influence domain of
each individual cluster with the other one, the clusters are ar-
ranged with a certain distance between each other. Figure 2 ex-
hibits the time dependent velocities for SR=80 mm, SR=160 mm,
and SR=�. As seen, the steady-state case is characterized by a
constant velocity. However, the frequency of the unsteady case
with SR=80 mm is twice as high as with SR=160 mm. Using the
triggering system mentioned above and a continuous data acqui-
sition, we define buffer zones of 100 ms equally divided between
the signals originating from passing of two successive rod clus-
ters. The data analysis program cuts the buffer zones and evalu-
ates the data pertaining to each cluster. Comprehensive prelimi-
nary measurements were carried out to make sure that the data
were exactly identical to those when the entire belt length was
attached with rods of constant spacing, which corresponded to

each individual cluster spacing. For the surface pressure and heat
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ransfer experiments, the entire belt length was attached one after
he other with rods of SR=80 mm, SR=160 mm, and SR=� �no
od, steady case�, respectively. To accurately account for the un-
teadiness caused by the frequency of the individual wakes and
heir spacings, the flow velocity, and the cascade parameters, a
educed frequency � that includes the cascade solidity �, the flow
oefficient �, the blade spacing SB, and the rod spacing SR is
efined. Many researchers have used the Strouhal number as the
nsteady flow parameter, which only includes the speed of the
ake generator and the inlet velocity. However, the currently de-
ned reduced frequency � is an extension of the Strouhal number

n the sense that it incorporates the rod spacing SR and the blade
pacing SB, in addition to the inlet velocity and wake generator
peed. For surface pressure measurement, rods with uniform spac-
ngs, as specified in Table 1, were attached over the entire belt
ength. For boundary layer measurement, however, clusters of
ods were attached, as mentioned previously. For the rod spacings
f SR=80 mm, SR=160 mm, and SR=� �no rod, steady case�, the
orresponding reduced frequencies are �=3.18, 1.59, and 0.0.

Variation of Turbulence Intensity, Length Scale. Three dif-
erent turbulence grids were manufactured for producing inlet tur-
ulence intensities Tu=3.0%, 8.0%, and 13.0%. The grids consist
f square shaped aluminum rods with the thickness, GT, and open-
ng, GO, given in Table 2. The turbulence intensity values were

easured at the cascade inlet with the location from the cascade
eading edge TuLE listed in Table 2. The grids were subsequently
nstalled upstream of the wake generator with the distance form
ascade leading edge GLE defined in Table 2.

As mentioned at the beginning, one of the objectives of the
ngoing investigation is to provide a database for subsequent CFD
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Fig. 1 Turbine cascade research facility with
imulations. In this regard, comprehensive sets of experimental
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data dealing with the inlet flow condition, its turbulence behavior,
and statistical evaluation have been provided and documented in
Ref. �19�.1 Since introducing these data in their entirety is beyond
the scope of this paper, we present the most essential information
for description of the inlet flow condition. An adequate description
of the inlet flow condition requires, in addition to the time depen-
dent velocity distribution and freestream turbulence intensity, in-
formation about the turbulence length scale. As Bruun �20� sum-
marized, a direct measurement of the integral length scale using
two parallel hot-wire sensors is, due to the thermal �and even
cold� wake interference, associated with significant errors. A re-
cent paper by Barrett and Hollingsworth �21� summarizes differ-
ent methods for calculating the length scale. The current investi-
gations utilize an alternative solution to estimate the length scale
by using relations developed by Hinze �22�. To document the
turbulence length scales, one-dimensional power spectra of the
velocity fluctuations were measured using a single-wire probe.
The spectral measurements used 20,000 data points at 20 kHz
�low-pass filter at 10 kHz�. The results of the spectral calculations
are shown in Fig. 4�a�, where the power spectral distribution
�PSD� is plotted versus the frequency. As seen, there is a system-
atic decrease in PSD with decreasing the turbulence intensity.
From these data, the integral length scales � were calculated for
each turbulence grid. The results of these calculations are pre-
sented in Fig. 4�b�, and in Tables 1 and 2. Figure 4�b� indicates a
decrease in length scale with increasing the freestream turbulence

1The entire data are available for CFD simulation; please contact the principal
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ntensity. The solid curve plotted in Fig. 4�b� indicates the ten-
ency that by increasing the turbulence intensity, the length scale
symptotically approaches a constant limit.

S1=∞

S2=160 mm

S3= 80 mm

Fig. 2 Wake Generator „left…, velocity distributio
cies �=0 „steady…, 1.59, and 3.18. Location of t
edge

ig. 3 Turbine cascade research facility with three-axis tra-

ersing system
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LPT Blades, Aerodynamics. The cascade test section shown in
Fig. 1, located downstream of the wake generator, includes five
LPT blades with a height of 200.0 mm and the chord of
203.44 mm, as shown in Fig. 3. This blade number is necessary
and sufficient to secure a spatial periodicity for the cascade flow.
For boundary layer investigations, five identical “Pak B” airfoils,
designed by Pratt and Whitney and manufactured in TPFL, were
implemented whose cascade geometry is given in Table 1. The
blade geometry resembles essential features such as the laminar
boundary layer separation that is inherent to typical LPT blades.
The blade geometry was made available to NASA researchers and
academia to study the specific problems of LPT flow separation,
its passive, active control and its prevention. To ensure that the
periodicity requirement is fulfilled, second and fourth blades were
specially manufactured and instrumented each with 48 static pres-
sure taps. Almost identical pressure distributions measured around
these two blades confirm the periodicity for steady and periodic
unsteady inlet flow conditions. A computer controlled traversing
system is used to measure the inlet velocities and turbulence in-
tensities, as well as the boundary layers on suction and pressure
surfaces. The traversing system �see Fig. 3� was modified to allow
the probe to reach all streamwise positions along the suction and
pressure surfaces. The three-axis �x ,y ,�� traversing system is ver-
tically mounted on the plexiglass sidewall. Each axis is connected
to a dc stepper motor with an encoder and decoder. The optical
encoder provides a continuous feedback to the stepper motor for
accurate positioning of the probes. The x-y-axes are capable of
traversing along the suction and pressure surfaces in small steps

generated with three different reduced frequen-
data measured: 30 mm upstream of the leading
ns
he
up to 1 �m. The �-axis is capable of rotating the probe axis with
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n angular accuracy of less than 0.05 deg, which is specifically
equired for boundary layer investigations where the measurement
f the laminar sublayer is of particular interest.

The data acquisition system used to perform the present paper
s the same one described in previous papers �1,2�. Two adjacent
lades are used for boundary layer measurements. The unsteady
ata are taken by calibrated, custom designed, miniature, single
ot-wire probes. At each boundary layer position, samples were

Table 1 Parameters of t

Parameters Values

nlet velocity Vin=4 m /s
od translational speed U=5.0 m /s
ozzle width W=200.0 mm
lade chord c=203.44 mm
lade axial chord cax=182.85 mm
lade suction surf. length LSS=270.32 mm
ascade flow coefficient �=0.80
ascade inlet flow angle 
1=0 deg
ake generator rod diameter DR=2.0 mm
luster 1 �no rod, steady� SR=� mm
luster 2 rod spacing SR=160.0 mm
luster 3 rod spacing SR=80.0 mm

able 2 Turbulence grids: Geometry, turbulence intensity, and
ength scale

Turbulence
grid

Grid
opening

�%�

Grid
thickness

�mm�

Turbulence
intensity Tu

�%�
Length scale

� �mm�

No grid GO=100 0 Tuin=1.9 41.3
TG1 GO=77 GT=6.35 Tuin=3.0 32.5
TG2 GO=55 GT=9.52 Tuin=8.0 30.1
TG3 GO=18 GT=12.7 Tuin=13.0 23.4

Location of turbulence intensity measured from the cascade leading
edge: TuLE=30.0 mm.

Grid distance from leading edge for all three grids: GLE=160.0 mm.

Frequency

P
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Grid specifications are listed in Table 2

(a)

(b)

ig. 4 „a… PSD as a function of frequency for three different
rids described in Table 1. The results from „a… are used to
enerate the turbulence length scales as a function of turbu-
ence intensity „b….
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taken at a rate of 20 kHz for each of 100 revolutions of the wake
generator. The data were ensemble averaged at 100 revolutions
with respect to the rotational period of the wake generator. Before
final data were taken, the number of samples per revolution and
the total number of revolutions were varied to determine the op-
timum settings for convergence of the ensemble-averaged data.
For the steady-state case, the instantaneous velocity components
are calculated from the temperature compensated instantaneous
voltages by using the calibration coefficients. The instantaneous
velocity, and ensemble-averaged and time-averaged velocities are
determined using the standard procedure described in many pa-
pers, among others, in Refs. �11,19,20�.

LPT Blade, Heat Transfer. Figure 6 shows the details of the
heat transfer blade. A separate blade is specially manufactured
from a nonconductive material with a thin Inconel heater foil at-
tached to its surface via a two-sided temperature resistant adhe-
sive tape. On top of this tape, a sheet of liquid crystal is attached
for temperature measurements. The power required for heating the
heat transfer blade is supplied by a Sytron 10 V–200 A �maxi-
mum� dc power supply. The current passing through the test blade
is measured with a multimeter connected across a shunt resistor.
Two separate multimeters are used to measure the voltages in the
circuit. One multimeter is connected across the output leads of the
power supply to measure the voltage output, and the other is con-
nected across the blade terminals. These two measurements are
used to calculate the power losses in the cable resistance. The
yellow band of the liquid crystal is used to record the data. The
location of the yellow band is controlled through the power supply
to the blade, and the voltage and the current readings across the
blade terminals are recorded for different locations of the yellow
band on the turbine blade. The collected data are reduced based
upon a constant heat flux analysis, which entails determining all
the energy losses on a flux basis and subtracting them from the
heat flux of the Inconel foil. Details of heat transfer measurements
using the liquid crystal technique are presented in an extensive
literature review documented in Ref. �23�.

Uncertainty Analysis

Aerodynamics. The Kline and McClintock �24� uncertainty
analysis method was used to determine the uncertainty of the
aerodynamics, as well as heat transfer quantities described in this
paper. The uncertainties in velocity for the single-wire probe after
data reduction, the Re numbers, and the pressure coefficients are
given in Table 3. As shown, the uncertainty in velocity increases
as the flow velocity decreases. This is due to the uncertainty of the
pneumatic pressure transducer at lower pressure during the cali-
bration. The uncertainties in Re numbers and the pressure coeffi-
cients exhibit similar behavior. It is worth noting that the rela-
tively minor Re changes caused by the uncertainty have almost no

ine cascade test section

Parameters Values

Inlet turbulence intensity Tu=1.9%
Blade Re number Ress=110,000
Blade height hB=200 mm
Cascade solidity �=1.248
Zweifel coefficient �A=1.254
Cascade angle 	=55 deg
Cascade spacing SB=163 mm
Cascade exit flow angle 
2=90 deg
Rod distance to lead. edge LR=122 mm
� parameter steady case �=0.0
� parameter for Cluster 1 �=1.59
� parameter for Cluster 2 �=3.18
urb
influence on boundary layer development, separation, and reat-
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achment, as documented in Ref. �3�. Table 4 exhibits the uncer-
ainties of freestream turbulence intensities at Re=110,000,
50,000, and 250,000. As described in the table caption, for each
e number, the uncertainty of the corresponding freestream tur-
ulence intensity Tu can be found easily.

Heat Transfer. Uncertainties in heat transfer coefficients are
alculated for the entire blade surface. Table 5 shows the uncer-
ainties at each s /s0-position for the heat input to the foil Qfoil, the
adiative heat Qrad transfer, and the heat transfer coefficient h on
he suction surface. Similar values were measured for pressure
urface. As seen, the uncertainties in heat transfer coefficients are
pproximately 4.5%. These uncertainties arise mainly due to the
igher uncertainty in radiation heat loss from the blade surface.
lso, uncertainties in radiation heat losses are sensitive to indi-
idual uncertainties in the measurement of yellow line tempera-
ure and the temperature of the freestream air. These values are
aken to be 0.5 K, which is the uncertainty with the thermocouples
sed in the measurement of the freestream air. Uncertainties in the
eat inputs to the blade are of the order of 0.4% and are relatively
ow when compared to the radiation losses.

esults and Discussion
Detailed surface pressure and boundary layer measurements

ere performed at a Reynolds number of 110,000. This Reynolds
umber, which pertains to a typical cruise operation, exhibits a
epresentative value within LPT operating range between 75,000
nd 400,000, as discussed by Hourmouziadis �25�. Furthermore, it
roduces separation bubbles that can be accurately measured by
iniature hot-wire probes. Surface pressure measurements at Rey-

olds numbers of 75,000, 110,000, 125,000, and 150,000, pre-
ented in Ref. �1�, show that pressure distribution for these Rey-
olds numbers does not differ substantially from each other.
herefore, for the boundary layer investigations, a representative
eynolds number of 110,000 was chosen. For generation of the
nsteady wakes, cylindrical rods with the diameter dR=2 mm
ere chosen to fulfill the criterion that requires the generation of a

able 3 Uncertainty analysis for velocity, Re number, and
ressure coefficient Cp measurements

V �m/s� Re �V /V �%� �Re /Re �%� �Cp /Cp �%�

3.6 110,000 3.939 2.361 2.205
4.9 150,000 2.127 1.684 2.057
8.16 250,000 0.772 1.362 0.693

able 4 Uncertainty values for each Re number with corre-
ponding freestream turbulence intensity Tu„%…. As an ex-
mple, for Re=110,000 and Tu=1.9%, the uncertainty is
Tu/Tu„%…=0.577.

Re/Tu �%� 1.9 3 8 13

110,000 0.577 0.367 0.142 0.093
150,000 0.229 0.146 0.058 0.04
250,000 0.137 0.087 0.033 0.021

Table 5 Uncertainty analysis

/s0 Voltage �V� Current �A� Tair �C�

0.1 3.50 114.9 31.3
0.3 2.401 80.8 33.2
0.5 2.10 71.3 32.8
0.7 1.949 66.5 32.4
0.9 1.793 61.5 31.7
51703-6 / Vol. 130, MAY 2008
drag coefficient CD that is approximately equal to the CD of the
turbine blade with the chord and spacing given in Table 1 �details
are reported in Refs. �19,26��.

Results: Surface Pressure Distributions. For the Reynolds
number of 110,000 with a freestream turbulence intensity of 1.9%
�no grid�, three different reduced frequencies, namely, �=0.0,
1.59, and 3.18, that correspond to the rod spacings SR=�,
160 mm, and 80 mm were applied. Figure 5 shows the pressure
distributions along one of the static pressure blades for the steady
case and two unsteady cases. The pressure signals inherently sig-
nify the time-averaged pressure because of the internal pneumatic
damping effect of the connecting pipes to the transducer. It is
worth noting that the pressure distribution gives reasonably good
information about the extent of the flow separation. However, it
does not provide the information about the exact begining and end
of the separation bubble. This is due to the longitudinal spacing
between the pressure taps. Furthermore, the static pressure distri-
bution does not provide the necessary information about the lat-
eral extent of the separation bubble. This deficiency is eliminated
by traversing the boundary layer from leading edge to trailing
edge, where detailed timed dependent flow velocity information is
extracted.

The time-averaged pressure coefficients along the pressure and
suction surfaces, in the midsection of the blade, are plotted in Fig.
5. The suction surface �upper portion� exhibits a strong negative
pressure gradient. The flow accelerates at a relatively steep rate
and reaches its maximum surface velocity that corresponds to the
minimum Cp=−3.65 at s /s0=0.47. Passing through the minimum
pressure, the fluid particles within the boundary layer encounter a
positive pressure gradient that causes a sharp deceleration until
s /s0=0.55 has been reached. In accordance with the intermittency
analysis presented in Ref. �4�, this point signifies the beginning of
the laminar boundary layer separation and the onset of a separa-
tion bubble. As seen in the subsequent boundary layer discussion,
the separation bubble characterized by a constant Cp-plateau ex-
tends up to s /s0=0.78, thus, occupying more than 23% of the
suction surface and constituting a large separation. Passing the

heat transfer measurements

�Qrad
/Qrad �%� �Qfoil

/Qfoil �%� �h /h �%�

4.384 0.408 4.387
4.961 0.426 4.973
4.827 0.435 4.847
4.700 0.441 4.727
4.494 0.441 4.533

s/so

C
p
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s 0
=0
.7
4

Separation plateau

S
E
:0
.7
8

Fig. 5 Static pressure distribution in the blade midsection at
Re=110,000, Tu=1.9, and reduced frequencies �=0,1.59,3.18
„no rod, 160 mm, 80 mm spacing…, SS=separation start, SE
=separation end
for
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lateau, the flow first experiences a second sharp deceleration
ndicative of a process of reattachment, followed by a further
eceleration at a moderate rate. On the pressure surface, the flow
rst decelerates at a very slow rate and reaches an almost constant
ressure coefficient at s /s0=0.3, and starts to slowly accelerate
ntil the trailing edge has been reached. Unlike the suction sur-
ace, the pressure surface boundary layer does not encounter any
dverse positive pressure gradient that triggers separation. How-
ver, close to the leading edge, a small plateau extending from
/s0=0.08 to 0.16 indicates the existence of a small-size separa-
ion bubble that might be attributed to a minor inlet flow incidence
ngle.

Considering the unsteady case with the reduced frequency �
1.59 �SR=160 mm�, Fig. 5 exhibits a slight difference in the
ressure distribution between the steady and unsteady cases. This
eviation is attributed to the momentum deficiency of the main
ow due to the drag forces caused by the moving rods. This mo-
entum deficiency leads to a reduction of the total and static

ressure.
For Re=110,000, the wakes have a reducing impact on the

treamwise extent of the separation plateau. As seen in Fig. 5, the
railing edge of the plateau has shifted from s /s0=0.78 to s /s0
0.74. This shift reduced the streamwise extent of the separation
lateau from 23% to 19% of the suction surface length, which is,

Liquid crystal sheet(0.0165 mm)
Inconel foil(0.025 mm)

Adhesive sheet(0.05 mm)
Blade(Polyeurethane)

Measuring wire
DC Power supply kableBolt

Plexiglass wall

Attachment for copper plate
Copper plate

Brass pipes

Blade

ig. 6 Heat transfer blade with liquid crystal sheet, top de-
ailed drawing, and bottom instrumented blade
n this particular case, close to 17% of reduction in streamwise

ournal of Heat Transfer
extent of the separation bubble. Increasing the reduced frequency
to �=3.18, by reducing the rod spacing to SR=80 mm, causes a
slight shift of Cp-distribution compared with the �=1.59 case.
One should bear in mind that pneumatically measured surface
pressure distribution represents a time integral of the pressure
events only.

Results: Boundary Layer Development, Separation,
Reattachment. Boundary layer measurements were performed to
identify the streamwise and normal extent, as well as the defor-
mation of the separation zone under unsteady wake flow. The
steady-state case serves as the reference configuration. The experi-
mental matrix includes the boundary layer information that covers
11 streamwise locations on the suction surface upstream, within,
and downstream of the separation bubble. Measurements were
performed for the Reynolds number of 110,000, for four different
Tu’s of 1.9%, 3.0%, 8.0%, and 13.0%, and three different reduced
frequency values of �=0.0 �SR=��, �=1.59 �SR=160 mm�, and
�=3.18 �SR=89 mm�. For each case, ensemble- and time-
averaged velocity and turbulence fluctuation, turbulence intensity,
and unsteady boundary layer parameters are generated. The dis-
cussion of the results are centered on the combined effects of the
unsteady wakes and freestream turbulence intensity, and their mu-
tual interaction. Thus, only those results that are essential for un-
derstanding the basic physics describing the combined effects
mentioned above are presented.

Results: Time-Averaged Velocity and Fluctuation
Distributions. The effect of wake frequency on time-averaged
velocity and turbulence intensity distributions is investigated for
Re=110,000 at turbulence intensity levels of Tu=1.9%, 3.0%,
8.0%, and 13%. The distribution of time-averaged velocity and
turbulence fluctuations is presented for the above Tu levels. For
discussing the heat transfer results, all Tu levels will be presented.
Figures 7 and 8 display the velocity and fluctuation distributions
at one streamwise position upstream, three positions within, and
two positions downstream of the separation bubble using single
hot-wire probes. The diagrams include one steady-state data for
reference purposes, �=0.0 �SR=��, and two sets of unsteady data
for �=1.59 �SR=160 mm� and �=3.18 �SR=80 mm�.

Effect of Unsteady Wakes. As Figs. 7 and 8 indicate, in the
upstream region of the separation bubble at S /S0=0.49, the flow is
fully attached. The velocity distributions inside and outside the
boundary layer experience slight decreases with increasing the
reduced frequency, Fig. 7�a�. At the same positions, however, the
time-averaged fluctuations shown in Fig. 7�b� exhibit substantial
changes within the boundary layer, as well as outside it. The in-
troduction of the periodic unsteady wakes with highly turbulent
vortical cores and subsequent mixing has systematically increased
the freestream turbulence intensity level from 1.9% in steady case,
to almost 3% for �=3.18 �SR=80 mm�. This intensity level is
obtained by dividing the fluctuation velocity at the edge of the
boundary layer �Fig. 7�b�� by the velocity at the same normal
position �Fig. 7�a��. Comparing the unsteady cases �=1.59 and
3.18, with the steady reference case �=0.0, indicates that, with
increasing �, the lateral position of the maximum fluctuation
shifts away from the wall. This is due to the periodic disturbance
of the stable laminar boundary layer upstream of the separation
bubble. Convecting downstream, the initially stable laminar
boundary layer flow experiences a change in pressure gradient
from strongly negative to moderately positive, causing the bound-
ary layer to separate. The inflectional pattern of the velocity dis-
tribution at S /S0=0.57 signifies the beginning of a separation
bubble that extends up to S /S0=0.85, resulting in a large sized
closed separation bubble. As opposed to open separation zones
that are encountered in compressor blades and diffuser boundary
layers, the closed separation bubbles are characterized by a low
velocity flow circulation within the bubble, as shown in Fig. 7�a�.

Measurement of boundary layer single-wire probes along the suc-
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ion surface of a Pak-B blade by many researchers, among others,
ons et al. �27�, Kaszeta and Simon �6�, and Roberts and Yaras

28�, reveal exactly the same pattern, as shown in Fig. 7�a�. In
ontrast, the single-wire measurement in an open separation zone
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exhibits a pronounced kink at the lateral position, where the re-
versed flow profile has its zero value. Despite the fact that a
single-wire probe does not recognize the flow direction, the ap-
pearance of a kink in a separated flow is interpreted as the point of
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eversal with a negative velocity.
The effect of unsteady wake frequency on boundary layer sepa-

ation is distinctly illustrated in Fig. 7�a� at S /S0=0.61, 0.73, and
.77. While the steady flow case �no rod, �=0.0� is fully sepa-
ated, the impingement of wakes with �=1.59 on the bubble has
he tendency to reverse the separation causing a reduction of the
eparation height. This is due to the exchange of mass, momen-
um, and energy between the highly turbulent vortical cores of the
akes and the low energetic fluid within the bubble, as shown in
ig. 7�b�. Increasing the frequency to �=3.18 moved the velocity
istribution further away from the separation, as seen in Fig. 7�a�,
/S0=0.77. Passing through the separation regime, the reattached
ow still shows the unsteady wake effects on the velocity and
uctuation profiles. The fluctuation profile, Fig. 7�b�, at S /S0
0.85 depicts a decrease of turbulence fluctuation activities
aused by unsteady wakes ��=1.59 and 3.18� compared to the
teady case ��=0, no rod�. This decrease is due to the calming
henomenon extensively discussed by several researchers �Refs.
29–32��.

Combined Effects of Unsteady Wakes and Turbulence
ntensity. Increasing the turbulence level from 1.9% to 3%, which
s produced by the turbulence grid TG1, shows that the time-
veraged velocity �Fig. 8�a��, as well as the fluctuation distribu-
ion �Fig. 8�b��, hardly experience any noticeable changes with
ncreasing the reduced frequency from �=0.0 to 3.18. This is the
rst indication that the high frequency turbulence generated by
G1 is about to dictate the boundary layer development from

eading edge to trailing edge. While the high frequency stochastic
uctuations of the incoming turbulence seem to overshadow the
eriodic unsteady wakes and the lateral extent of the separation
ubble, they are not capable of completely suppressing the
ubble. A similar situation is encountered at higher turbulence
ntensity levels of 8% produced by Grid TG2, Figs. 9�a� and 9�b�.
he time-averaged velocity as well as fluctuation rms do not ex-
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Fig. 9 Distribution of time-averaged velocity „a… and turbu
case �=0 „SR=�… and unsteady cases �=1.59 „SR=160 mm
TG2
ibit effects of unsteady wake impingement on the suction surface
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throughout. In contrast to the above 3% case, the 8% turbulence
intensity case, Fig. 9�a�, seems to substantially reduce the separa-
tion bubble, where an inflection velocity profile at S /S0=0.61 is
still visible. An almost complete suppression is accomplished by
utilizing the turbulence intensity of 13% that is produced by tur-
bulence grid TG3, Figs. 10�a� and 10�b�. In both turbulence cases
of 8% and 13%, the periodic unsteady wakes along with their high
turbulence intensity vortical cores seem to be completely sub-
merged in the stochastic high frequency freestream turbulence
generated by Grids TG2 and GT3.

Results: Combined Effects of Wake and Turbulence Inten-
sity on Bubble Kinematics. To keep the amount of data presented
in this paper to a reasonable size essential for understanding the
physics, the ensemble-averaged velocity contours are presented
for Tu=1.9 and 8.0, respectively. Thus, the contour plots pertain-
ing to Tu=3.0% and 13% that are very similar to the ones with
Tu=8% will not be discussed. The combined effects of the peri-
odic unsteady wakes and high turbulence intensity on the onset
and extent of the separation bubble are shown in Figs. 11 and 12
for the Reynolds number of 110,000. These figures display the full
extent of the separation bubble and its dynamic behavior under a
periodic wake flow impingement at different t /�. For each particu-
lar point S /S0 on the surface, the unsteady velocity field inside
and outside of the boundary layer is traversed in the blade normal
direction and ensemble averaged at 100 revolutions of the wake
generator. To obtain a contour plot for a particular t /�, the entire
unsteady ensemble-averaged data traversed from leading to trail-
ing edge are stored in a large-size file �of several gigabytes� and
sorted for the particular t /� under investigation. In all cases inves-
tigated, the closest physical location from the wall measured with
a magnifier was about 0.1 mm.

Variation of Tu at �=1.59. Figure 11 with a cascade Tu
=1.9% exhibits the reference configuration for �=1.59 �SR
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xpansion as extensively discussed in Ref. �1�. The white areas
dentify the separation bubble �SB� size and location. During a rod
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passing period, the wake flow and the separation bubble undergo a
sequence of flow states, which are not noticeably different when
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he unsteady data are time averaged. Starting with Re=110,000
nd �=1.59, Fig. 11�a� exhibits the SB in its full size at t /�
0.25. At this instant of time, the incoming wakes have not

eached the separation bubble. The bubble is completely governed
y the wake external flow, which is distinguished by red patches
raveling above the bubble. At t /�=0.5, the wake with its highly
urbulent vortical core passes over the blade and generates high
urbulence kinetic energy. At this point, the wake turbulence pen-
trates into the bubble causing a strong mass, momentum, and
nergy exchange between the wake flow and the fluid contained
ithin the bubble. This exchange causes a dynamic suppression

nd a subsequent contraction of the bubble, as can be recognized
y comparing the SB size at t /�=0.5 with the one at t /�=0.25. As
he wake travels over the bubble, the size of the bubble continues
o contract at t /�=0.75 and reaches its minimum size at t /�=1.0.
t t /�=1, the full effect of the wake on the boundary layer can be

een before another wake appears and the bubble moves back to
he original position.

Increasing the turbulence level to 3%, 8%, and 13% by succes-
ively attaching the turbulence grids TG1, TG2, and TG3 �detail
pecifications are listed in Tables 1 and 2� and keeping the same
educed frequency of �=1.59 has significantly reduced the lateral
xtent of the bubble. The case with Tu=8% is an appropriate
epresentative of dynamic changes among the turbulence levels
entioned above. As shown in Fig. 12, the instance of the wake

raveling over the separation bubble, which is clearly visible in
ig. 12, has diminished almost entirely. Increasing the turbulence

ntensity to 8% �Figs. 12�a�–12�d�� and 13%, respectively, has
aused the bubble height to further reduce �the corresponding fig-
re for 13% is very similar to the one with 8%�. Although the
igher turbulence level has, to a great extent, suppressed the sepa-
ation bubble as Fig. 12 clearly shows, it was not able to com-
letely eliminate it. There is still a small core of separation bubble
emaining. Its existence is attributed to the stability of the separa-
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Fig. 12 Ensemble-averaged velocity contours along the su
�=1.59 „SR=160 mm… at Re=110,000 and Tu=8% „with grid
ion bubble at the present Re number level of 110,000.
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Variation of Tu at �=3.18. Figures 13 and 14 represent the
dynamic behavior of the separation bubble at Tu=1.9% and 8%,
respectively, but at a higher reduced frequency of �=3.18. Simi-
lar to Fig. 11, the case with the Tu=1.9% presented in Figs.
13�a�–13�d� exhibits the reference configuration for �=3.18 �SR

=80 mm�, where the bubble undergoes periodic contraction and
expansion. The temporal sequence of events is identical with the
case discussed in Fig. 11, making a detailed discussion unneces-
sary. In contrast to the events described in Fig. 11, the increased
wake frequency in the reference configuration, Fig. 13, is associ-
ated with higher mixing and, thus, higher turbulence intensity that
causes a more pronounced contraction and expansion of the
bubble. This can be seen by comparing the SB size �deep blue� in
Figs. 13�a�–13�d� with the ones in Fig. 11 �white area marked
with SB�. While the streamwise extension of the bubble along the
suction surface remains unchanged, its size experiences a shrink-
ing deformation.

As in case with �=1.59, applying turbulence levels of 3%, 8%,
and 13% by successively utilizing the turbulence grids TG1, TG2,
and TG3 and keeping the same reduced frequency of �=3.18 has
significantly reduced the lateral extent of the bubble. Again, as a
representative example, the case with Tu=8% is presented in
Figs. 14�a�–14�d�, which reveals similar behavior as discussed in
Fig. 12. Further increasing the turbulence intensity to 13% has
caused the bubble height to further reduce. Although the higher
turbulence level has, to a great extent, suppressed the separation
bubble, it was not able to completely eliminate it. There is still a
small core of separation bubble remaining. Its existence is attrib-
uted to the stability of the separation bubble at the present Re-
number level of 110,000.

Quantifying the Combined Effects on Aerodynamics. Fig-
ures 11–14 show the combined effects of turbulence intensity and
unsteady wakes on the onset and extent of the separation bubble.
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Detailed information relative to the propagation of the wake and
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he turbulence into the separation bubble is provided by Figs.
5�a�–15�d�, where the time dependent ensemble-averaged veloci-
ies and fluctuations are plotted for Re=110,000 at a constant
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Fig. 13 Ensemble-averaged velocity contours along the su
�=3.18 „SR=80 mm… at Re=110,000 and freestream turbulen

s/so

y(
m
m
)

0.5 0.6 0.7 0.8

2

4

6

8

10
V(m/s)
7.80
7.33
6.86
6.40
5.93
5.46
4.99
4.52
4.05
3.58
3.11
2.64
2.17
1.70
1.24

(c) Re=110,000,Ω=3.18, t/τ=0.75,Tu=8% (with grid)

s/so

y(
m
m
)

0.5 0.6 0.7 0.8

2

4

6

8

10
V(m/s)
7.65
7.18
6.72
6.25
5.79
5.32
4.86
4.39
3.93
3.46
3.00
2.53
2.07
1.60
1.13

(a) Re=110,000,Ω=3.18, t/τ=0.25,Tu=8% ( with grid)

Fig. 14 Ensemble-averaged velocity contours along the su

�=3.18 „SR=80 mm… at Re=110,000 and freestream turbulence
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location y=3.36 mm inside the bubble for different intensities
ranging from 1.9% to 13%. As Fig. 15�a� depicts, the wake has
penetrated into the separation bubble, where its high turbulence
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ortical core and its external region are clearly visible. Lowest
urbulence fluctuations occur outside the vortical core, whereas
he highest is found within the wake velocity defect. The wake
efect is characterized by the lowest velocity Vmin and the highest
urbulence fluctuation vmax, as shown in Fig. 15�a�. The time in-
erval for the wake passing starts at t /�=0.5 and ends at t /�
0.85 and repeats periodically �t /�=1.5 and ends at t /�=1.85,
tc.�.

Increasing Tu to 3%, Fig. 15�b�, reduces the velocity amplitude
f the periodic inlet flow and its turbulence fluctuations. Despite a
ignificant decay in amplitude, the periodic nature of the imping-
ng wake flow is unmistakably visible. Further increase of Tu to
%, Fig. 15�c�, shows that the footprint of a periodic unsteady
nlet flow is still visible; however, the deterministic periodicity of
he wake flow is being subject to the stochastic nature caused by
he high turbulence intensity. Further increase of turbulence to
u=13% causes a degradation of the deterministic wake
nsemble-averaged pattern to a fully stochastic one. Comparing
igs. 15�a� and 15�c� leads to the following conclusion: The pe-
iodic unsteady wake flow definitely determines the separation
ynamics as long as the level of the time-averaged turbulence
uctuations is below the maximum level of the wake fluctuation
max, shown in Fig. 15�a�. In our case, this apparently takes place
t a turbulence level between 3% and 8%. Increasing the inlet
urbulence level above vmax causes the wake periodicity to par-
ially or totally submerge in the freestream turbulence, thus,
owngrading into stochastic fluctuation, as shown in Figs. 15�c�
nd 15�d�. In this case, the dynamic behavior of the separation
ubble is governed by the flow turbulence that is responsible for
omplete suppression of the separation bubble. One of the striking
eatures this study reveals is that the separation bubble has not
isappeared completely despite the high turbulence intensity and
he significant reduction of its size, which is reduced to a tiny
ubble. At this point, the role of the stability of the laminar bound-
ry layer becomes apparent, which is determined by the Reynolds
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Fig. 15 „„a…–„d…… Time dependent ensemble-averaged velo
s /s0=0.65 mm inside the bubble for different inlet turbulenc
umber.

ournal of Heat Transfer
Results: Heat Transfer. As in the aerodynamic section dis-
cussed above, the steady-state case serves as the reference con-
figuration. The matrix for heat transfer experiments includes �a�
Reynolds number variations of Re=110,000, 150,000, and
250,000, �b� freestream turbulence variations of Tu=1.9%, 3.0%,
8.0%, and 13.0%, and �c� reduced frequency variations of �
=0.0 �SR=��, �=1.59 �SR=160 mm�, and �=3.18 �SR

=89 mm�. In presenting the heat transfer results, we prefer to use
the plain heat transfer coefficient rather than the Nusselt number,
which uses thermal conductivity and a constant characteristic
length, such as the blade chord, to form the Nusselt number. Three
sets of plots are generated to extract the effect of each individual
parameter on heat transfer coefficients. Each figure includes the
pressure as well as the suction surface heat transfer coefficient h
�HTC� as a function of dimensionless surface length, s /s0. While
the boundary layer behavior �according to the equation of motion�
is completely decoupled from thermal boundary layer behavior,
the latter is through the equation of energy directly coupled with
the boundary layer aerodynamics. Thus, a detailed description of
heat transfer behavior is directly coupled with the aerodynamic
results.

Generic Interpretation of Separation Bubble HTC Results.
To present a generic interpretation of heat transfer results within
the separation bubble, we consider Fig. 16, which includes the
pressure distribution �a�, the velocity contour �b�, the fluctuation
contour �c�, and a representative HTC distribution for steady-state
case �d�. Figures 16�a�–16�d� deliver a coherent picture of SB
static pressure, velocity and turbulence distribution, and heat
transfer behavior. Figure 16�a� depicts four distinct intervals that
mark different events along the suction surface. An initially strong
negative pressure gradient starting from the leading edge pre-
serves the stable laminar boundary layer until the pressure mini-
mum at S /S0=0.494 has been reached. The laminar boundary
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tensities ranging from 1.9% to 13%
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layer characterized by the lack of significant lateral turbulence
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uctuations2 is not capable of transferring mass, momentum, and
nergy to the blade surface, resulting in a steep drop of HTC from
eading edge to S /S0=0.494, where the pressure gradient changes
he sign, Figs. 16�a�–16�d�. The HTC drops further at a larger
lope and assumes a minimum at the start of the separation bubble
/S0=0.583. Passing through the pressure minimum, the initially
table laminar �nonturbulent� boundary layer encounters a change
n pressure gradient from negative to positive, causing it to be-
ome unstable and to separate at S /S0=0.583. This point marks
he leading edge of the separation bubble, Figs. 16�a�–16�d�. From
his point on, the turbulence activities outside the bubble continu-
usly increase, causing the heat transfer coefficient to rise.

Further increase of HTC beyond S /S0=0.583 occurs at a steep
ate until the separation trailing edge at S /S0=0.825 has been
eached. The steep increase of HTC within the separation bubble
s due to an increased longitudinal and lateral turbulence fluctua-
ion caused by the flow circulation within the bubble. As shown in
ig. 16�c�, the extent of low turbulence envelope is much smaller

han the bubble size itself, Fig. 16�b�. This implies that the turbu-
ence activity within the bubble is nonuniform and can be subdi-
ided into two distinct zones, Z1 with lower fluctuation activities
hat occupies the bubble from the leading edge up to the location,
here the bubble lateral extent reaches its maximum height,
/S0=0.695 and Z2 the higher fluctuation zone beyond the maxi-
um height, Fig. 16�c�.

Steady Inlet Flow Condition, Variation of Re Number at
onstant Tu. Starting with the steady-state case, Fig. 17, the heat

ransfer coefficient is plotted along the blade surface, where the
eynolds number assumes values of Re=110,000, 150,000, and

2Strictly speaking, there is no laminar flow within a turbine component. Compre-
ensive hot-wire measurements by many researchers have repeatedly shown that
here are always random fluctuations associated with the velocity distribution. In
urbine flow environment, the term “nonturbulent” may suitably replace the term
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250,000. Figure 17�a� depicts the HTC distributions along the
suction �S /S00� and pressure surface �S /S0�0� for the refer-
ence configuration, which has the lowest turbulence intensity
�Tu=1.9%, no grid�. Figure 17�b� represents the HTC distribution
for steady flow with the highest Tu=13% �TG2 grid�. Figure
17�a� shows a systematic increase of HTC by increasing the Rey-
nolds number. On the suction side, the position S /S0=0.494 for all
three Re numbers indicates the location of the minimum pressure
and S /S0=0.583, the start of the separation bubble. The course of
HTC follows the generic discussion presented above making ad-
ditional discussion unnecessary.

On the pressure surface, �s /S0�0�, Fig. 17�a� reveals a quali-
tatively different picture. At Re=110,000 and for Tu=1.9, the
HTC first drops sharply due to the governing laminar �nonturbu-
lent� boundary layer and reaches a minimum at S /S0=−0.155 that
signifies the start of the transition region. During the transition
process, characterized by intermittent changes of the flow pattern
from laminar to turbulent and vice versa, the random fluctuations
in longitudinal as well as lateral directions continuously increase
leading to a lateral exchange of mass, momentum, and energy
with the boundary layer, thus, increasing the HTC. For Re
=110,000, the transition process seems to complete at S /S0�
−0.34. By passing the transition region, a process of relaminariza-
tion takes place, where the growth of turbulence fluctuation first
decreases to arrive at a second minimum. The streamwise position
of this minimum coincides with the start of the negative pressure
gradient �NPG�, Fig. 17�a�. The process of transition followed by
relaminarization and the distribution of the heat transfer coeffi-
cient along the suction and pressure surface of a turbine blade
were reported, among others, by Giel et al. �33,34� and Arts et al.
�35�. The prediction of boundary layer transition, relaminariza-
tion, and the heat transfer process along both surfaces of gas tur-
bine blades was the subject of a comprehensive study by Boyle et
al. �36�. Using the experimental results from Refs. �33,34�, Boyle
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et al. �36� were able to numerically predict the transition as well
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s the laminarization process.
Increasing the Re number shifts the transition start upstream

nd systematically increases the HTC. A pronounced increase in
TC is observed at higher Reynolds numbers as Fig. 17�a� shows.
he start and end of transition and relaminarization is particularly
ronounced for Re=250,000, which has the shortest transition
ength. While the transition start and end for all three Reynolds
umbers are different, the end of relaminarization is the same due
o the same start of NPG.

Subsequent installation of turbulence generator screens GT1,
G2, and TG3 has increased the freestream turbulence intensity to
u=3.0%, 8%, and 13%. As a consequence, a pronounced ex-
hange of mass, momentum, and energy between the outside
oundary layer, flow, and the blade surface boundary layer has
aken place resulting in a substantial increase in HTC. For both
he suction and pressure surfaces, a systematic enhancement of
TC was achieved for all Tu cases. The HTC pattern shown in
ig. 17�b� with the highest turbulence intensity Tu=13% is a rep-
esentative for the other two Tu cases of 3% and 8%. While on the
uction surface the start of the separation bubble has not notice-
bly altered, on the pressure surface the transition length has sub-
tantially decreased. Here, as in Fig. 17�a�, a systematic increase
f the HTC with increasing the Reynolds number is unmistakably
iscernible. At all three Re cases, the heat transfer coefficient first
rops sharply due to the governing nonturbulent boundary layer
nd reaches a minimum close to S /S0=−0.25 followed by a large
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ig. 17 Effect of Reynolds number on heat transfer coeffi-
ient, „a… Tu=1.9%, „b… Tu=13.0% for steady inlet flow condition
ransitional zone that extends up to S /S0=−0.75. It is apparent

ournal of Heat Transfer
that the higher turbulence activities caused by a freestream turbu-
lence of 13% washed out the transition portion completely. As
Fig. 17�b� indicates, for Re=110,000 and 150,000 close to S /S0
=−0.25, few points are missing. This was due to the difficulty of
locating the exact position of the liquid crystal yellow band just
for this particular case.

Periodic Unsteady Inlet Flow Condition, Variation of Re
Number at Constant Tu. Periodic unsteady inlet flow conditions
for two different reduced frequencies are established by succes-
sively attaching rods with spacings, SR=160 mm and SR
=80 mm, with the corresponding reduced frequencies of �
=1.59 and 3.18, Table 1. Keeping the reduced frequency and the
turbulence intensity the same, heat transfer measurements were
carried out for Re=110,000, 150,000, and 250,000.

HTC Results for �=1.59. Figures 18�a�–18�d� show the HTC
distribution along the suction �s /S00� and the pressure �s /S0
�0� surface for a reduced frequency �=1.59 �SR=160 mm� and
Tu=1.9, where the Reynolds number assumes values of Re
=100,000, 150,000, and 250,000. For Re=100,000 and 150,000,
Fig. 18�a�, the HTC distributions exhibit a systematic change for
all three Re cases but a substantial increase for Re=250,000. This
is due to the fact that of the three Reynolds cases, the one with
Re=250,000 was able to influence the laminar portion of the
boundary layer and, thus, the heat HTC behavior. Comparing the
periodic unsteady wake flow case in Fig. 18�a� with the steady
flow case shown in Fig. 17�a� indicates only a marginal change in
HTC. This is due to the fact that wakes generated by the translat-
ing rods are far apart from each other. Consequently, the turbu-
lence activities of their vortical cores are not mutually interacting
and, therefore, they are unable to substantially affect the total
turbulence picture of the flow leading to almost the same HTC
picture, as in Fig. 17�a�.

Keeping the reduced frequency �=1.59 �SR=160 mm�, Fig.
18�b�, and increasing the turbulence intensity to Tu=3% have
brought only a minor increase in HTC for the suction surface
compared to Fig. 18�a�. On the pressure surface, however, a major
increase in HTC is clearly visible, where the transition length
almost completely disappeared. In this case, it seems that the
wake unsteadiness is about to submerge in the stochastic high
frequency freestream turbulence generated by Grid TG1. Further
increasing the turbulence intensity by subsequently attaching
Grids TG2 and TG3 �grid specifications are listed in Tables 1 and
2� has not brought a substantial change compared to the case
shown in Fig. 18�b�. Results are presented in Figs. 18�c� and
18�d�, where a systematic shift of HTC toward slightly higher
values is shown for Re=110,000 and 150,000 and substantially
higher values for Re=250,000.

HTC Results for �=3.18. Figures 19�a�–19�d� present the
HTC distribution on suction and pressure surface at Re=100,000,
150,000, and 250,000, Tu=1.9%, 3%, 8%, and 13% for a reduced
frequency of �=3.18 �SR=80 mm�. The HTC patterns follow
closely those shown in Figs. 18�a�–18�d� with a minor increase in
HTC. Increasing the reduced frequency by reducing the rod spac-
ing from 160 mm to 80 mm, two objectives were targeted: �a�
doubling the unsteady frequency and �b� reducing the distance
between the wake by 50%, thereby causing an active mutual in-
teraction and mixing of the wakes. The compounded effects of �a�
and �b� superimposes additional turbulence fluctuations on the
freestream turbulence raising the overall fluctuation level, thus,
resulting in an increased HTC. On the suction surface, the HTC
distributions pertaining to Re=110,000 and 150,000 almost coin-
cide, while the larger Re=250,000 reveals substantially higher
values. This implies that, keeping � and Tu constant, for the
Reynolds range experimented, a substantial HTC can be achieved
by substantially increasing the Re number. On the pressure sur-
face, s /s0�0, Fig. 19�a� reveals a qualitatively similar distribu-

tion as discussed in Figs. 17�a� and 18�a�. Compared to Fig.
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8�a�, the transition length for all three Re cases seems to have
een reduced. Keeping the reduced frequency �=3.18 �SR

80 mm�, and successively increasing the turbulence intensity to
u=3%, 8%, and 13%, Figs. 19�b�–19�d� have moderately in-
reased the HTC for the suction surface compared to Fig. 19�a�.
s indicated previously, in all three Tu cases, it seems that the
ake unsteadiness has submerged into the stochastic high fre-
uency freestream turbulence generated by Grids TG2 and TG3.
n the pressure surface, a major increase in HTC is clearly visible

or Re=250,000, where the transition length almost completely
isappears.

Effect of Unsteady Wake Frequency � on Heat Transfer
oefficient. The effects of unsteady wake frequency on HTC are

mplicitly contained in Figs. 18 and 19. However, from an aero-
ynamics heat transfer interaction point of view, it is of interest to
resent it explicitly. Figure 20 presents the results for Re
110,000 and 250,000 at constant Tu, where the reduced fre-
uency � is varied from �=0.0 �SR=�� to �=3.18 �SR

80 mm�. The case with Re=150,000 is very much similar to the
ase Re=110,000, which makes its presentation unnecessary. Fig-
re 20�a� presents the HTC distribution for Re=110,000 and Tu
1.9, with the reduced frequency as a parameter. On the suction
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Fig. 18 Effect of Reynolds number on heat transfer coeffici
unsteady inlet flow condition with �=�=1.59 „SR=160 mm…
urface, only marginal changes in HTC are depicted. On the pres-
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sure surface, however, noticeable changes are observed within the
transitional region, where the transition start and end moves up-
stream. Enlarging the pressure surface s /s0-range of Fig. 20�a�
from 0 to −0.5 and considering the no rod case ��=0.0� denoted
by the symbol � as the reference case with the transition start at
s /s0=−0.142, the case with �=1.59 �SR=160 mm, symbol ��
has moved the transition start to s /s0=−0.107. The subsequent
increase of reduced frequency to �=3.18 �SR=80 mm, symbol ��
has further moved the transition start closer to the leading edge at
s /s0=−0.08. The shift of the transition end reveals similar behav-
ior. Likewise, considering the no rod case with the transition end
at s /s0=−0.35, increasing the reduced frequency to �=1.59 and
3.18 moves the transition end upstream to s /s0=−0.175 and
s /s0=−0.151, respectively.

Increasing the turbulence intensity to Tu=3%, Fig. 20�b�, ini-
tiates the process of submerging the wake into the freestream
turbulence. Little changes are observed on the suction surface. On
the pressure surface, however, the first transition region is washed
out due to the combined effects of turbulence intensity and un-
steadiness. This is in accord with the results presented in Fig.
17�b�. A seemingly different HTC pattern emerges when the tur-
bulence intensity is increased. As shown in Figs. 20�c� and 20�d�
with Tu=8% and 13%, respectively, the HTC distributions for
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, „a… Tu=1.9%, „b… Tu=3.0%, „c… Tu=8%, and „d… Tu=13% for
ent
both unsteady cases with �=1.59 and 3.18 are almost identical.
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he steady-state case �no rod�, however, shows increasingly
igher HTC values towards the second half of the blade. This, at
rst glance, appears to be incompatible with the widespread no-

ion that the unsteady wakes generally contribute to intensifying
he turbulence activities, thus increasing the HTC. However, ex-
editing the turbulence fluctuations for steady and unsteady cases
hows that the calming effect discussed in the aerodynamics sec-
ion is responsible for calming the turbulence activities, thus re-
ucing the HTC. Similar HTC-distribution patterns are revealed
or Re=250,000.

onclusions
A detailed aerodynamic and heat transfer experimental study on

he behavior of the separation bubble along the suction surface of
highly loaded LPT blade under combined effects of periodic

nsteady wake flows and freestream turbulence intensity was pre-
ented. Varying the turbulence intensity levels, one steady and two
ifferent unsteady inlet wake flow conditions with the correspond-
ng passing frequencies, the wake velocity and the turbulence in-
ensities were investigated by utilizing a large-scale, subsonic re-
earch facility. Periodic unsteady wake flow was established by
ranslational motion of two parallel moving timing belts on which
ylindrical rods are attached. While for the aerodynamic study a
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Fig. 19 Effect of Reynolds number on heat transfer coeffici
unsteady inlet flow condition with �=3.18 „SR=80.0 mm…
epresentative Reynolds number of Re=110,000 was applied, for
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heat transfer investigations the Reynold number was varied as
Re=110,000, 150,000, and 250,000. In both aerodynamics and
heat transfer investigations, turbulence intensities of Tu=1.9%,
3.0%, 8.0%, 13% and unsteady parameters of �=0.0, 1.59, and
3.18 were applied.

Aerodynamics. A detailed unsteady boundary layer measure-
ment identified the onset and extent of the separation bubble, as
well as its behavior, under the individual and combined effects of
unsteady wake flow and high turbulence intensity. It was found
that the periodic unsteady wake flow definitely determines the
separation dynamics as long as the level of the time-averaged
turbulence fluctuation is below the maximum level of the wake
fluctuation vmax. Increasing the inlet turbulence level above vmax
caused the wake periodicity to totally submerge in the freestream
turbulence. In this case, the separation dynamics of the bubble is
governed by the flow turbulence that is responsible for partial or
total suppression of the separation bubble. One of the striking
features this study reveals is that the separation bubble has not
disappeared completely despite the high turbulence intensity and
the significant reduction of its size.

Heat Transfer. While the boundary layer behavior �according
to the equation of motion� is completely decoupled from thermal
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boundary layer behavior, the latter is through the equation of en-
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rgy directly coupled with the boundary layer aerodynamics. Con-
idering the aerodynamic results, the following conclusions are
rawn.

1. Individual and combined effects of Re number at constant
Tu, steady inlet flow. Increasing the Re number while keep-
ing the turbulence intensity constant, the HTC increased sys-
tematically on both surfaces. At lower turbulence intensity,
Tu=1.9%, the Reynolds number increase caused the transi-
tion start to shift upstream. Systematically increasing Tu
caused the transition region to partially or totally disappear.

2. Individual and combined effects of Re number at constant
Tu, periodic unsteady inlet flow. Increasing the Re number
while keeping the turbulence intensity constant, as above,
and utilizing a constant reduced frequency of �=1.59, the
HTC increased systematically on both surfaces. At a lower
turbulence intensity, Tu=1.9%, the Reynolds number in-
crease caused the transition start to shift upstream. The in-
crease of HTC is predominantly accomplished by a higher
Re number. Systematically increasing Tu caused the transi-
tion region to partially or totally disappear. Here, as in the
above steady case, the wake effect on time-averaged HTC is
noticeable as long as the unsteady wakes are not completely
submerged in the stochastic freestream turbulence. Increas-
ing the reduced frequency to �=3.18 reduced the transition
region and pushed the transition start further upstream.

3. Individual and combined effects of reduced frequency � at
constant Re and constant Tu. Keeping the Reynolds number
and turbulence intensity constant, the variation of reduced
frequency at low Re number and turbulence intensity did not
have a substantial effect on time-averaged HTC on the suc-
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Fig. 20 Effect of unsteady wake frequency on h
„c… Tu=8%, and „d… Tu=13% for unsteady inlet fl
spond to SR=�, 160 mm, and 80 mm for Re=110
tion surface. On the pressure surface, however, the transition
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length was reduced and its start moved further upstream.
Keeping the same low Re=110,000 and increasing the tur-
bulence intensity to Tu=3.0, the wake turbulence started to
submerge into the freestream turbulence leading to an in-
creased HTC distribution on the suction side with the largest
difference of about 30% in the nonturbulent region, s /s0
�0.4 relative to no rod case at Tu=3%. On the pressure
surface, the unsteady effect was most visible in the transi-
tional region. A seemingly different HTC pattern emerged
when the turbulence intensity was increased to Tu=8% and
13%, respectively. While the HTC distributions for both un-
steady cases with �=1.59 and 3.18 were almost identical,
the steady-state case �no rod� showed towards the second
half of the blade increasingly higher HTC values. This, at
first glance, appears to be incompatible with the widespread
notion that the unsteady wakes generally contribute to inten-
sifying the turbulence activities, thus increasing the HTC.
However, expediting the turbulence fluctuations for steady
and unsteady cases shows that the calming effect discussed
in the aerodynamics section is responsible for calming the
turbulence activities, thus reducing the HTC. Similar HTC-
distribution patterns were revealed for Re=250,000.
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omenclature
c � blade chord �mm�

cax � axial chord �mm�
Cp � pressure coefficient, Cp= �pi− ps� / ��pt− ps�inl�
DR � rod diameter �mm�

E � power density function of fluctuation velocity
vrms

GT � grid bar thickness �mm�
h � heat transfer coefficient, h=Qconv� / �Tyel−T��

�W /m2 K�
LSS � suction surface length �mm�

pi � static pressure taps i= l , . . . ,48 �Pa�
ps, pt � static and total pressure at the inlet �Pa�
Qconv� � convective heat flux, Qconv� =Qfoil� −Qrad� −Qcond�

�W /m2�
Qcond� � conductive heat flux �W /m2�
Qfoil� � heat flux of the Inconel foils heat flux Qfoil�

=VI /Afoil �W /m2�
Qrad� � radiation heat flux Qrad� =���Tyel

4 −T�
4 � �W /m2�

ReLSS � Reynolds number based Re=LssVexit /�
SB � blade spacing �mm�
SR � rod spacing �mm�

s � streamwise distance from the leading edge of
the blade �mm�

s0 � streamwise distance from the leading edge to
the trailing edge of the blade �mm�

sr � reattachment point of the separation bubble
from blade leading edge �mm�

ss � starting point of the separation bubble at a
streamwise distance from blade leading edge
�mm�

t � time �s�
T� � air temperature �K�
Tyel � liquid crystal yellow band temperature Tyel

=44.6°C
TG � turbulence generator grid
Tu � turbulence intensity
U � belt translational velocity

Vax � axial velocity �m/s�
Vexit � exit velocity �m/s�

V � velocity �m/s�
V̄ � V bartime averaged velocity �m/s�
v � fluctuation velocity �m/s�

vrms � fluctuation velocity rms �m/s�

1, 
2 � cascade inlet and exit flow angles �deg�

� � blades stagger angle �deg�
� � emissivity of the liquid crystal �=0.85
� � integral length scale �= V̄E�f=0� /vrms

2 �mm�
� � kinematic viscosity �m2�
� � cascade solidity, �=c /SB
� � Stefan–Boltzman constant,

5.667�10−8 W /m2 K4

� � one wake-passing period �ms�
	 � flow coefficient, 	=Vax /U

�A � Zweifel coefficient
�A=2 sin2 
2�cot 
2−cot 
1�sB /cax

� � reduced frequency �= �c /SR��U /Vax�= �� /	�
��SB /SR�
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Experimental and Theoretical
Analysis of Transient Response of
Plate Heat Exchangers in
Presence of Nonuniform Flow
Distribution
Transient analysis helps us to predict the behavior of heat exchangers subjected to vari-
ous operational disturbances due to sudden change in temperature or flow rates of the
working fluids. The present experimental analysis deals with the effect of flow distribution
on the transient temperature response for U-type and Z-type plate heat exchangers. The
experiments have been carried out with uniform and nonuniform flow distributions for
various flow rates. The temperature responses are analyzed for various transient char-
acteristics, such as initial delay and time constant. It is also possible to observe the
steady state characteristics after the responses reach asymptotic values. The experimental
observations indicate that the Z-type flow configuration is more strongly affected by flow
maldistribution compared to the U-type in both transient and steady state regimes. The
comparison of the experimental results with numerical solution indicates that it is nec-
essary to treat the flow maldistribution separately from axial thermal dispersion during
modeling of plate heat exchanger dynamics. �DOI: 10.1115/1.2885153�

Keywords: plate heat exchanger, flow maldistribution, axial dispersion, fluid
backmixing, nonuniform flow distribution
Introduction
Application of plate heat exchangers �PHEs� have been extend-

ng to many industries, such as power and process sectors apart
rom the pharmaceutical, dairy, and brewery industries where they
re predominantly used. This is mainly due to their better heat
ransfer characteristics having most of the features of compact
eat exchangers. This motivates the researchers to investigate
heir performance more accurately. It is also important to develop
he strategies to operate the heat exchange equipment in safe con-
itions �e.g., nuclear power plants or chemical industries� and
void the industrial hazards. Transient analysis helps us to predict
he behavior of the heat exchanger subjected to various opera-
ional disturbances. The disturbances may be due to sudden
hange in temperature or flow rates of the working fluids or fail-
re of the process equipments. The nature of the temperature re-
ponse indicates the heat exchanger performance characteristics
oth in steady and transient modes.

The literature available in the area of transient response of
HEs is not substantial; moreover, there are very few experimen-

al investigations available on this theme. Initially, most of the
nalyses on plate heat exchangers were carried out based on the
ssumption of equal flow rate in all the channels �1–4�, which is
n ideal case with no flow maldistribution. In practical situations,
he flow is distributed nonuniformly to the channels when the
umber of channels is more than 50 for a given plate geometry.
ue to this, both thermal and hydraulic performance of the heat

xchanger deviates from the existing methods of theoretical pre-
iction. McKnight and Worley �5� pioneered the transient study on
eedback control related to high velocity flow variations in a PHE.
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AL OF HEAT TRANSFER. Manuscript received September 28, 2006; final manuscript
eceived May 11, 2007; published online April 10, 2008. Review conducted by Bengt

unden.
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Masubuchi and Ito �6� presented a systematic analysis of static
and dynamic characteristics of plate heat exchangers and sug-
gested appropriate design and control schemes. Dynamic re-
sponses were greatly influenced by the relation between inlet and
outlet passages in both counter- and parallel flow types. Zaleski
and Tejszerski �7� presented the simulation of dynamic perfor-
mance for cocurrent plate heat exchangers. They developed a
mathematical model for the transient operation of two fluids, mul-
tichannel plate heat exchanger with parallel flow arrangement.
This model is very convenient for computer-based calculation sys-
tem and used for making appropriate diagrams, useful for rapid
technical evaluation of the exchangers. Khan et al. �8� presented
the experimental and analytical studies on countercurrent plate
heat exchangers using sinusoidal and pulse inputs. It was con-
cluded that the temperature response of the cold stream to varia-
tions in the mass flow of the hot stream most closely approaches
an overdamped secondorder transfer function.

An extensive analysis was presented on dynamics of the single-
pass counterflow PHEs by Das and Roetzel �9�. This model takes
care of all the deviations from plug flow, like the effect of flow
maldistribution and fluid backmixing, into account by introducing
a dispersion term in the energy equation. Das et al. �10� conducted
the experiments to analyze the transient behavior of plate heat
exchangers. They found that the computation with Peclet number
3.5 gives a response that yields steady state temperature equal to
that of the experiment within the limits of experimental error.
Apart from the comparison with the dispersion model, parametric
study was also carried out for the effects of NTU, heat capacity
rate ratio, and number of plates. They suggested that first-order
system can be used for control applications of the exchangers.
From the general trend of the responses, the computational value
of the initial delay period was on the higher side of the experi-
mental value. They suggested, as a scope for future investigators,
refinement of mathematical model by relaxing the assumption of

equal flow distribution in channels. Subsequent studies by Roetzel

MAY 2008, Vol. 130 / 051801-108 by ASME
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nd Na Ranong �11,12� and Sahoo and Roetzel �13� suggested that
t is more appropriate to use axial dispersion for fluid backmixing
ather than flow maldistribution. Hence, there is a need to treat
ow maldistribution separately and more accurately.
On the other hand, there are a number of issues related to flow

istribution. Datta and Majumdar �14,15� analyzed the effect of
nequal distribution of fluid inside the channels using numerical
echnique and derived flow distribution equation in parallel and
everse flow manifold systems by a novel finite-difference proce-
ure. Bassiouny and Martin �16,17� presented the analytical solu-
ions for U-type and Z-type PHEs to describe the flow distribution
nd pressure drop in the channels. They derived an equation for
ow distribution, characterized by the distribution parameter m2.
he parameter m2 is positive when the channel flow rate decrease

n the direction of the intake stream. The flow distribution tends to
e uniform for low positive values of m2 ��0.01�. The magnitude
f m2 depends on the fluid friction within the channel, free flow
rea of the channel and port, as well as the number of plates. The
xperimental analysis on flow distribution has been carried out
sing wooden mandrels with different port diameters by Fantu
t al. �18�. This analysis presented the clear picture of the varia-
ion of pressure profiles with flow rate and port diameter and also
alidated Bassiouny and Martin’s �16,17� model. The flow distri-
ution parameter is incorporated in the steady state analysis by
rabhakara Rao et al. �19,20�. They presented the effect of flow
istribution on thermal performance of the PHE. It was considered
hat the heat transfer coefficient inside the channel is a function of
he velocity of the fluid stream in that particular channel. Prab-
akara Rao and Das �21� conducted experiments on plate heat
xchanger to study the effect of nonuniform flow distribution on
ressure drop. The results show that the flow maldistribution is
ore severe in the Z-type flow configuration compared to the
-type PHE. Prabhakara Rao et al. �22� presented the experimen-

al work on the effect of flow maldistribution to study the thermal
erformance of plate heat exchangers in the steady state. It was
ound that flow maldistribution decreases with the increase in port
imension. At higher NTU, it is preferable to use multipass ar-
angement when more number of plates is used. Theoretical
nalysis on transient response of PHEs, considering the effect of
ow maldistribution, has been presented by Srihari et al. �23�. The
ow maldistribution from the port to channel has been accounted
eparately and the axial dispersion was used to take care of fluid
ackmixing within the channel alone. However, there is no experi-
ental evidence to validate the effect of the flow maldistribution,

s suggested by their model.
The above review of literature indicates that the data available

n transient analysis of the plate heat exchangers are limited. In
any cases, it has been assumed that the flow distribution is uni-

orm, which is not appropriate under practical conditions. Nonuni-
orm flow distribution deteriorates the thermal and hydraulic per-
ormance of the heat exchanger. The effect of port to channel flow
istribution on the dynamics of the PHE has not been studied
xperimentally. This is the main inspiration of the present work.

In the present work, detailed experimental study is carried out
o analyze the transient response of PHEs under uniform and non-
niform flow conditions. The experimental results have been com-
ared with a simple numerical theoretical model for different flow
onfigurations. This experimental data along with the model are
seful to estimate the behavior of the heat exchanger under tem-
erature transients and helpful to design the controller for the heat
xchangers.

Details of the Experimental Test Facility

2.1 Test Plate Heat Exchanger. The test plate heat ex-
hanger is manufactured by Alfa Laval company and the plates
re made of stainless steel with Nitrile rubber gaskets. The test
nit contains 40 corrugated stainless steel plates. Geometrical fea-

ures of a plate are shown in Fig. 1. The heat exchanger is initially
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arranged for U-type flow configuration and it can be modified to
Z-type configuration. In case of multipass arrangement, the spe-
cial plates are provided within the plate pack to change the direc-
tion of flow. A series of experiments have been carried out for
both U-type and Z-type flow configurations of single-pass PHE
and also 1–2 pass arrangement for multipass PHE.

2.2 Transient Experimental Test Setup. The experimental
test setup is designed, as shown in Fig. 2, to achieve the sudden
rise in hot fluid temperature. Cold fluid receives heat from the hot
fluid across the plates and is sent to the cooling tower. After the
hot fluid is passed through the exchanger, it is fed back to the hot
water tank. The water in this tank is heated up with help of elec-
trical heaters of 42 kW capacity and is kept at a constant tempera-
ture using the temperature controller. Bypass lines are connected
to the main pipe lines and electropneumatic valves are used to
obtain the required flow directions during the experiments. The
fluid flow rates can be adjusted by the flow control valves and are
measured with the help of standard ASME orifice meters. T-type
thermocouples are connected to the pipe lines to measure the tem-
perature response at an interval of 1 s. The responses are recorded
with the help of data acquisition system �HP 34970A�. All the
thermocouples are calibrated over the entire range of interest, us-
ing a precision thermometer and a constant temperature bath.
Least count of the thermocouple is 0.1°C and it has been esti-
mated that the time constant is 150 ms.

3 Procedure to Conduct the Transient Experiments
The test plate heat exchanger is used to conduct the transient

experiments for single-pass and multipass flow arrangements. The
heat exchanger has 31 channels, out of which 16 channels carry
the cold fluid and 15 carry the hot fluid. Cold fluid is always
allowed to flow on the side having more number of channels to
minimize the heat loss from the end plates. The experiments are
conducted for uniform and nonuniform flow distribution condi-
tions. The flow nonuniformity is created artificially by inserting
the wooden mandrels �Fig. 3� into the four ports of the exchanger.
Its circular groove acts as a port with reduced diameter of 24 mm
instead of actual dimension of 70 mm.

Electropneumatic valves are located as per the valve position,
i.e., normally open �NO� / normally closed �NC�. At the beginning
of the experiments, Valves V2 and V4 are closed and Valves V1,
V3, and V5 are opened. Initially, hot water flows in bypass line
and back to the hot water tank as Valve V2 is closed and Valve V1
opened. The cold water flows in cold water circuit and some
stream of it is bypassed to hot water inlet pipe as Valve V3 is

Fig. 1 Geometrical features of the plate
opened. At this condition, only cold water circulates in both the
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ides and both the streams flow back to the cooling tower as Valve
5 is open. Because cold water only flows in both sides, heat

ransfer will not take place in the heat exchanger. Initially, all the
uid temperatures have the same value as the cold inlet tempera-

ure. All the electropneumatic valves are connected to a single
ain switch. When this switch is put to ON position, after the hot
ater reaches the predetermined steady temperature, the transient

tarts. As Valve V2 is opened and Valves V1 and V3 are closed,
ot water pushes the existing cold water in the hot water line at
he entrance of the exchanger. It produces the sudden rise in hot
ater temperature at the inlet and then heat transfer takes place

nside the heat exchanger. As Valve V4 is opened and Valve V5
losed, the hot water coming from the exchanger goes back to the
ot water tank. The accompanying variation of flow rates on both
ides does not affect the test because heat transfer takes place only
fter the change in temperature takes place. The inlet and outlets
emperatures of the fluids are recorded till the steady state is
eached. The temperature response on the cold and hot outlet

Fig. 2 Schematic diagram of the
Fig. 3 Schematic diagram of the mandrel

ournal of Heat Transfer
gradually increases and attains the steady state condition. Tran-
sient response of the particular configuration for the given flow
rate is observed by analyzing the recorded data of temperatures at
regular intervals of time. The procedure has been repeated for
different flow arrangements and flow rates.

4 Data Reduction

4.1 Experiments to Find the Friction Factor Correlation.
The experiments are conducted at steady state condition for dif-
ferent flow rates with U-type flow configuration to analyze the
nonuniform flow distribution using the mandrel. Initially, experi-
ments are conducted for finding the correlation between the fric-
tion factor and Reynolds number in a single channel to know the
flow resistance in a channel for varying flow rates. The following
correlation for the friction factor was obtained by regression
analysis of the pressure drop data.

f = 21.4 Re−0.3 for 500 � Re � 5000 �1�

The channel Reynolds number is defined on the basis of twice the
plate spacing b, as

Re =
Uc�2b�

�
�2�

For finding the above correlation, the range of operating flow rates
were taken to have Reynolds number from 500 to 5000. This
range assures turbulent flow since it is known that in PHEs above
Re=400 flow is always turbulent. For evaluating the friction fac-
tor, the experimental data for a single channel pressure drop are
considered. The flow distribution parameter is estimated as per the
relation

m2 =
1

zc
�nAc

Ap
�2

where �c = 1 + CTd + f
lc

de
+ CTd

* �3�

The pressure losses at the inlet and exit ports �CTd ,CTd
*� due to

changing direction of the flow are small �less than 0.5%� com-
pared to the pressure loss due to friction inside the corrugated

nsient experimental test facility
channel, so they are neglected.

MAY 2008, Vol. 130 / 051801-3
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4.2 Data Reduction for Thermal Experiments. The nondi-
ensional time is calculated based on the residence time of the
uid flow through the channel. The time and temperature data are
educed to nondimensional form as follows. The zero point of the
ime axis is considered as the instant before the input temperature
ransient starts.
ondimensional time:

z = �/�ra1

here �ra1 is the characteristic time

�ra1 =
n1AcL

V̇g1

ondimensional temperature:

t =
� − �g1,in

�g2,in − �g1,in
�4�

eat transfer correlation for the existing heat exchanger has been
btained from the previous steady state experimental test data
rom Prabhakara Rao et al. �22� of the same PHE as given below

Nu = 0.218 Re0.65 Pr1/3 �5�
ll the fluid properties are taken based on the bulk mean tempera-

ure.

4.3 Uncertainty in the Measurements. The measuring
quipments used for conducting the experiments are tested for the
ccuracy. The uncertainty in the flow rate measurement is esti-
ated to be maximum �3.23%. The uncertainty in the pressure

rop measurement across the orifice plate is found to be �4.5%
aximum. Calibration of the thermocouples has been carried out

nd the uncertainty in the temperature measurement is found to be
1.5%. More than �90% of the heat transfer data have the en-

rgy balance within an error of �2.0%, and a maximum of
5.0%. The maximum uncertainty in the values of Re, f , U,

nd NTU are �1.11%, �4.39%, �0.54%, and �0.995%,
espectively.

Mathematical Model
In the present work, experimental results have been compared

o the theoretical model that considers the nonuniform flow distri-
ution. A similar model with analytical study has recently been
ublished by Srihari et al. �23�. However, the analytical model is
oo complex needing inversion of large matrices and complicated
igenvalue calculation. Fourier series based numerical inversions
f Laplace transform is also required. The present analysis instead
ses simple finite-difference model with iterative solution proce-
ure. The coordinate system is chosen in the direction of flow
hrough the first channel. Numbers 1 ,2 ,3 , . . . ,N �which is chosen
o be odd� represent the channels, where an odd and even number
f channels will carry Fluids 1 and 2, respectively, as shown in
ig. 4. The flow within a channel is considered to be one dimen-
ional and small elements of fluid and plate can be considered as
ontrol volumes as shown in Fig. 5. The energy balance equations
re framed for Fluid 1, Fluid 2, and for all the plates considering
he above assumptions. The energy equations for both the fluids in
ondimensional form for the parallel flow PHE can be written as

�R��mi+1

Rwi

�ti

�z
=

1

Pei

�2ti

�x2 −
�ti

�x
+

NTUi

2
�RN�mi+1

��tWi + tWi+1 − 2ti� �i = 1,2,3,4, . . . ,N� �6�
or intermediate plates except the end plates,

RC
�twi

�z
= Ki−1�ti−1 − twi� + Ki�ti − twi� �i = 2,3,4, . . . ,N� �7�
or the end plates,
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RC
�tw1

�z
=

NTU1

2
Rw1�t1 − tw1� �8�

RC
�tw,N+1

�z
= KN�tN − tw,N+1� �9�

where

Ki =
NTUi

2
Rwi�R2 · RN�mi+1 and mj = j − 2�j/2�

The nondimensional form of the governing equations are reduced
as

�R��mi+1

Rwi

�ti

�z
=

1

Pei

�2ti

�x2 −
�ti

�x
+

NTUi

2
�RN�mi+1

��tWi + tWi+1 − 2ti� �i = 1,2,3,4, . . . ,N� �10�
For the counterflow arrangement, the governing equations can be
obtained from Srihari et al. �23�. With the help of the counter- and
parallel flow PHE equations, it is possible to extend analysis for
multipass arrangements. The flow arrangements for 1–2 pass PHE
is a combination of counter- and parallel flow configuration, as
shown in Fig. 6. Furthermore, the analysis can be extended to any
kind of multipass arrangements, such as M-N/N-N pass PHE.

5.1 Flow Distribution From Port to Channels. The flow
distribution parameter m, defined by Bassiouny and Martin
�16,17�, given in the expressions mainly depends on the ex-
changer geometry, configuration, and number of channels as given
in the equation below:

m2 = � 1

�c
��n · Ac

Ap
�2

�11�

Fig. 4 U-type flow configuration of the plate heat exchanger

Fig. 5 Control volume of the fluid inside the channel and con-

trol volume of the plate
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ere �c is the total frictional resistance of the channel.
The value of m2 will increase with the square of the number of

hannels for a given port and channel size. The value of m2 ap-
roaches zero when the flow is uniformly distributed amongst the
hannels. The more the flow maldistribution, the higher is the
alue of m2. The channel velocity for U-type and Z-type configu-
ations as given by Boussiony and Martin �16,17�,

U-type configuration Uc = � A

nAc
�m

cosh m�1 − z�
sinh m

�12�

Z-type configuration Uc = � A

nAc
�m

cosh mz

sinh m
�13�

5.2 Boundary Conditions. The boundary conditions are de-
ned using Danckwert’s �24� analysis. As per his theory, if dis-
ersion of the fluid begins at the entrance, a sudden temperature
rop will be experienced at that section. The dispersion of the
uid inside the port is not taken into consideration because it is

ess significant. The boundary conditions for Eqs. �6�–�9� may be
ritten as follows:

t x=0:

ti −
1

Pei

�ti

�x
= f1�z − 	i�u�z − 	i� �i = 1,3,5, . . . ,2�N + 1

2
� − 1�

�14�

ti −
1

Pei

�ti

�x
= f2�z − 	i�u�z − 	i� �i = 2,4,6, . . . ,2�N

2
��

�15�

�twi

�x
= 0 �i = 1,2,3, . . . ,N + 1� �16�

t x=1:

Fig. 6 Schematic diagram of 1–2 pass arrangement
Fig. 7 Grid structure used in the finite-difference analysis

ournal of Heat Transfer
�ti

�x
= 0 �i = 1,2,3, . . . ,N� �17�

�twi

�x
= 0 �i = 1,2,3, . . . ,N + 1� �18�

5.3 Numerical Solution Procedure. Finite-difference tech-
nique is used to solve the governing differential equations. Gauss–
Jordan scheme is used for point by point iteration. Each channel
�say, i=1,2 ,3 , . . . ,N� is distributed in k number of nodes �j
=1,2 ,3 , . . . ,k�. So a nodal network of N�k is aggregated as
shown in Fig. 7. Temperatures at these discrete points are denoted
as ti,j. The differential equations �6�–�9� are expressed in the form
of finite difference by substituting derivatives with forward, cen-
tral, and backward differences for entrance, intermediate, and exit
nodes, respectively. The first and last channel finite-difference
equations are different from intermediate channels. Moreover, for
intermediate channels, even number of channels �i
=2,4 ,6 , . . . ,N−1� and odd number of channels �i=3,5 ,7 , . . . ,N
−2� do have different sets of equations for each node point. This
temperature distribution across each nodal point acts as the initial
state of the next part of the model, which takes temperature tran-
sient into account. The i and j subscripts are used to designate x
and y allocations of discrete nodal points. However, in addition to
being discretized in space, the problem must be discretized in
time. Hence, the calculation must be performed at successive time
steps. For solving the finite-difference equations, explicit method
is used in such a way that the cell Peclet number is low to ensure
stability of the solution. First, it solves for temperature of particu-

Fig. 8 Experimental results of temperature response in dimen-
sional form

Fig. 9 Comparison of temperature response with uniform and
nonuniform flow distributions „m2=3.8… for U-type at Re=1110,

N=31, NTU=1.6, and Rg2=1

MAY 2008, Vol. 130 / 051801-5
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ar node at the current time step. After getting all nodal point
emperature at one time step, we march to the next time step. In
his way, the transient temperature distribution is obtained by

arching out in the time. The final temperature of the combined
uid at the outlet can be calculated by considering temperature
esponses at the exit of each channel and corresponding phase lag,
nd using the weighted mean average as follows:

t�z� =
	ṁi . ti�z − 	i�

	ṁi

�19�

Results and Discussion

6.1 Experimental Study on the Transient Response. The
xperimental results are presented with uniform and nonuniform
ow distributions for single-pass and multipass flow arrange-
ents. The experimental observations, such as fluid temperature

nd time, are reduced to nondimensional form to compare with
he theoretical simulations. However, Fig. 8 depicts the typical
emperature responses in dimensional form. It is clear that the
xperiment starts at uniform temperature state, which is same as
he cold fluid inlet temperature condition. The hot fluid inlet tem-
erature suddenly increases, which results in the response of the
old and hot fluid temperatures at the outlet of the exchanger. The
esponses of the cold and hot fluids are delayed from the time at
hich the temperature disturbance is started. This represents the

nitial delay in the temperature response, which is different for
old and hot fluids. Both cold and hot fluid temperatures gradually
ncrease with time and reach steady state.

Figure 9 shows the comparison of temperature responses for
-type flow configuration with uniform and nonuniform flow dis-

ig. 10 Comparison of the slopes response for U-type with
niform and nonuniform flow distributions „m2=3.8… for U-type
t Re=1110, N=31, NTU=1.6, and Rg2=1

ig. 11 Comparison of temperature response with uniform
nd nonuniform flow distributions „m2=3.8… for Z-type at Re

1110, N=31, NTU=1.6, and Rg2=1

51801-6 / Vol. 130, MAY 2008
tribution �m2=3.8� conditions at Reynolds number 1110. It is ob-
served that the transient features such as initial delay, time con-
stant, and time required to reach steady state temperature are
influenced with the flow nonuniformity. These differences in re-
sponse are difficult to distinguish in the direct time response. So
another plot is made; it compares the difference in slope of the
responses for cold fluid �Fig. 10�. It depicts the variation of slope
of the responses and maximum slope reduces with flow maldistri-
bution, which means that response becomes slower for nonuni-
form flow condition. Apart from this, the comparison of the cold
outlet temperatures at steady state indicates the reduction in the
temperature under nonuniform flow distribution, which represents
reduction in effectiveness of the exchanger.

Figure 11 shows the comparison of temperature responses for
Z-type flow configuration with uniform and nonuniform flow dis-
tribution conditions at Reynolds number 1110. Flow nonunifor-
mity affected more strongly on the Z-type flow configuration com-
pared to its effects on the U-type exchanger. In this case, initial
delay is more for nonuniform flow condition. By comparing the
uniform and nonuniform cases, it can be stated that the reduction
in nondimensional cold fluid steady state temperature �i.e., the
effectiveness� reduces significantly due to the flow nonuniformity.
This is mainly due to the fact that the cold and hot fluid distribute
nonuniformly in opposite directions and the end channels having
the maximum and minimum flow rates of cold and hot steams,
respectively. This phenomenon leads to the creation of an imbal-
ance of both the fluid flow rates on either side of each plate of the
exchanger, thereby reduction in effectiveness. It is clear that in
this case the flow nonuniformity also affects the thermal perfor-
mance as well as the transient characteristics of the heat ex-
changer. Figure 12 shows the variation of initial delay for the
U-type and Z-type exchangers at two Reynolds numbers. This plot
indicates that the initial delay increases with Reynolds number

Fig. 12 Variation in initial delay for U-type and Z-type flow
configurations

Fig. 13 Comparison of transient response for U-type and
Z-type flow configurations under nonuniform flow distributions

2

„m =3.8… at the Re=1110
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nd flow nonuniformity for Z-type flow configuration. The initial
elay increases with Reynolds number and reduces with flow non-
niformity for U-type exchanger. In case of nonuniform flow dis-
ribution for U-type, the first channels have more flow rate which
eads to the reduction of the initial delay. Figure 13 shows the
omparison between the U-type and the Z-type flow configura-
ions for nonuniform flow distribution at Reynolds number of
110. It indicates a stronger influence of the nonuniformity for the
-type compared to U-type flow in the transient and steady state
egimes. The response time characterized by the time constant of
he system critically depends on the thermal inertia of the system
iving a sluggish response for a system with higher thermal iner-
ia. The thermal inertia of the system comprises the two compo-
ents, the heat capacity of the solid mass �that is the thermal
lates� and the fluid holdup. Also, a part of the thick end plates
ontribute to the thermal inertia depending on the nature of con-
act between the two extreme plates and the end plates.

6.2 Comparison of Experimental Results with the Theo-
etical Predictions. Experimentally, the step rise in temperature
f the hot fluid is not possible, it will take some time �few seconds
n this study for the inlet temperature� to reach steady state due to
oninstantaneous opening of the valves. So, temperature rise ob-
ained from the experimental results can be used to fit to a curve
nd find the function. Figure 14 shows the temperature response
n the hot fluid side fitted with suitable fifth-order polynomial.
he polynomial function is transformed into Laplace domain and
sed as inlet temperature change in theoretical models. The result-
nt responses from the theoretical model are compared to the ex-

ig. 14 Hot inlet temperature data fitted to the fifth-order poly-
omial with R2=0.9995

ig. 15 Comparison of temperature response with theoretical
odel for U-type Re=1110, N=31, NTU=1.6, and Rg2=1 for uni-

2
orm flow distributions „m =0.05…

ournal of Heat Transfer
perimental results in nondimensional form. The axial dispersive
Peclet number value is initially taken as 5 while comparing the
theoretical responses with the experimental values at the steady
and transient regions. Then, the value of Pe is gradually increased
and comparison is made at regular intervals; at the value of 30
both theoretical simulations and experimental results match
closely. This value of Peclet number �30� is higher than that of the
value from the previous studies �3.5� by Das et al. �10�, because
their Peclet number takes care of both flow maldistribution and
fluid backmixing. However, in the present analysis this value of
Peclet number takes care of the fluid backmixing alone and flow
maldistribution effects are taken care exclusively through the flow
distribution model.

Figure 15 shows the comparison of the responses with the the-
oretical results for U-type flow configuration at Re=1110, N=31,
NTU=1 and Rg2=1 under uniform flow distribution. It is ob-
served that the responses are in good agreement with the theoret-
ical prediction in transient and steady state regimes. The initial
delay for the hot side is more than the cold side because the first
channel contains the cold fluid and second channel contains the
hot fluid. The initial delay for cold and hot side responses also
shows the close matching with the theoretical results. Figure 16
shows that the temperature response for the U-type flow configu-
ration for the same Reynolds number for nonuniform flow condi-
tion. The nonuniform flow distribution is represented by a charac-
teristic parameter m2, which is estimated to be 3.8. The cold and
hot side responses are compared to the theoretical simulation;
marginal deviations are observed in transient and steady state re-
gimes. These deviations are small and the reason for the discrep-

Fig. 16 Comparison of Experimental temperature response
with the theoretical model for U-type Re=1110, N=31, NTU
=1.6, and Rg2=1 for flow distribution m2=3.8

Fig. 17 Comparison of experimental temperature response
with the theoretical model for Z-type Re=780, N=31, NTU=1.8,

2
and Rg2=1 for uniform distributions „m =0.05…
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ncies is explained at the end of this section.
Figure 17 shows the responses for Z-type flow configuration at

e of 780 with uniform flow distribution and experimental results
re in agreement with the theoretical model in transient and steady
tate regimes. It is observed that the initial delay is more in cold
nd hot fluid sides when compared to the U-type flow configura-
ion, because in this case, all the fluid streams have the same flow
ath length between the inlet and exit. Figure 18 shows compari-
on for the Z-type flow configuration with nonuniform flow dis-
ribution condition at the same Reynolds number. The temperature
esponses show marginal deviation in both transient and steady
tate regimes.

Figure 19 shows the comparison of experimental temperature
esponse with the theoretical simulation for the 1–2 pass arrange-
ent. The theoretical trends show deviation in slope of the re-

ponses, which is due to the approximation of the actual �second-
rder� simulation results with the first-order function and obtain
he transfer function for one module of the heat exchanger. This
rst-order function is given as input to the next module of the heat
xchanger. This transformation of the data from one module to the
ther module of the heat exchanger may lead to this deviation.
he difference in temperature between the theoretical and experi-
ental response in the steady state is due to the same reason,
hich will be explained for single-pass experimental response.
arginal deviations between the experimental and theoretical re-

ponses are observed in transient and steady state regimes under
onuniform flow distribution condition. These deviations are due
o the heat loss through the heat exchanger end plates and the
late edges. Because the flow distribution is nonuniform, some of
he plates at the end will have very less flow rates; it leads to the
mbalance in flow rates of both fluids. Even though these devia-
ions are small, it can be estimated at the steady state. The devia-
ions from experimental to theoretical results at steady state are

Table 1 Comparison of the ex

S. No
Flow

arrangement
Reynolds
number dis

1 U-type 1110 U
2 U-type 1110 Non
3 U-type 880 U
4 U-type 880 Non
5 Z-type 780 U
6 Z-type 780 Non

ig. 18 Comparison of experimental temperature response
ith the theoretical model for Z-type Re=780, N=31, NTU=1.8,
nd Rg2=1 for flow distribution „m2=3.5…
51801-8 / Vol. 130, MAY 2008
almost equal to the difference in energy balance as given in Table
1. This proves that the marginal deviation of the theoretical results
from experimental data is not due to inaccuracy of the model but
due to the limitations of the energy balance in the experiments.

7 Conclusion
An experimental and numerical study has been carried out to

investigate the effect of port to channel flow maldistribution on
the transient response of plate heat exchangers. Appropriate ex-
periments have been conducted to verify the transient numerical
models for single-pass and multipass PHEs at various flow rates.
The comparison between the U-type and Z-type flow configura-
tions is also made with uniform and nonuniform distributions. The
results indicate that the transient features, such as initial delay,
response time, and time required to reach steady state, are affected
due to the flow nonuniformity. The experimental results confirms
the well known fact in the literature that the Z-type PHE is more
strongly affected by maldistribution than the U-type in both tran-
sient and steady state regimes. The experimental results are in
good agreement with the theoretical models, which are solved by
simple finite-difference method. The theoretical model is clearly
successful in predicting the transient features, such as initial delay,
response time, and asymptotic values, and also agree well with the
experimental observations. Hence, this analysis confirms that the
flow distribution can and should be evaluated separately while
axial dispersion can take care of fluid backmixing alone.

Nomenclature

English Symbols
A 
 heat transfer area per effective plate, m2

Ac 
 free flow area in a channel, m2

b 
 plate spacing, m
C 
 heat capacity of resident fluid�s�, J K−1

imental and theoretical results

tion m2

Energy
balance

difference
�%�

Deviation
between

experiment
and theory

�%�

rm 0.05 0.9 1.1
form 3.8 5.0 5.3
rm 0.05 1.1 1.4
form 3.6 4.2 4.4
rm 0.05 0.8 1.1
form 3.5 7.1 7.3

Fig. 19 Comparison of experimental temperature response
with the theoretical model for 1–2 pass arrangement Re=1110,
N=31, NTU=2.0, and Rg2=0.9 for flow distribution m2=3.8
per

Flow
tribu

nifo
uni
nifo
uni
nifo
uni
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CTd 
 pressure loss coefficient at the inlet port
CTd

* 
 pressure loss coefficient at the exit port
de 
 equivalent diameter of channel, 2b, m
dj 
 elements of matrix D̄
D 
 axial dispersion coefficient, W m−1 K−1

f 
 fanning friction factor
f�Z� 
 inlet temperature function

h 
 heat transfer coefficient, W m−2 K−1

i 
 square root of −1
Ki 
 �NTUi /2�Rwi�R2 ·RN�mi+1 Eq. �10�
lc 
 path traversed by fluid particle between two

consecutive channels, m
L 
 fluid flow length in a channel, m

mj 
 j− �j /2�, where j is an integer
m 
 flow distribution parameter, Eq. �3�
ṁ 
 mass flow rate, kg s−1

n 
 number of channels on one side
N 
 number of channels

NTU1 
 number of transfer units of the heat exchanger
Nu 
 Nusselt number
Pe 
 Axial dispersive Peclet number, ẇL /AcD
Pr 
 Prandtl number

rh�i� 
 ratio, hi /ha
rv�i� 
 ratio, va /vi

R2 
 Heat capacity rate ratio in the channels,
ẇa2 / ẇa1

Re 
 Reynolds number
Rc 
 wall heat capacity rate ratio, Cw /C1

Rg2 
 heat capacity rate ratio of the combined flow,
ẇg2 / ẇg1

Rg� 
 characteristic rate ratio of the combined flow,
�rg2 /�rg1

RN 
 ratio Ua2 /Ua1
Rwi 
 ratio, ẇi / ẇa
R� 
 characteristic time ratio in channels, �ra2 /�ra1
S 
 slope, ratio of difference in dimensionless tem-

perature to dimensionless time, �t /�z
t 
 non dimensional temperature, ��−�g1,in� / ��g2,in

−�g1,in�
u 
 unit step function

Ua1 
 hA / ẇa1
Ua1�2� 
 �hA / ẇa�1�2�

Uc 
 channel velocity, m/s
ẇ 
 heat capacity rate of the fluid in channel, ṁCp
x 
 dimensionless space coordinate along the chan-

nel, X /L
X 
 space coordinate, m
y 
 dimensionless space coordinate along the port
z 
 dimensionless time � /�a1

reek Symbols
� j 
 jth eigenvalue of matrix A
� 
 temperature, K
� 
 time, s

�ra 
 residence time in case of uniform distribution,
C / ẇa

�c 
 average channel friction coefficient
	 
 dimensionless phase lag �cumulative value�

�	 
 dimensionless phase lag �discrete value�,
��i /�ra1

� 2

 viscosity of the fluid, m /s
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Subscripts
a 
 the case of uniform flow distribution
g 
 combined flow before departing into channels
i 
 ith channel

W 
 plate
Wi 
 ith plate

0 
 initial
1 
 the fluid in odd channels
2 
 the fluid in even channels
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Thermal Properties of
Metal-Coated Vertically Aligned
Single-Wall Nanotube Arrays
Owing to their high thermal conductivities, carbon nanotubes (CNTs) are promising for
use in advanced thermal interface materials. While there has been much previous re-
search on the properties of isolated CNTs, there are few thermal data for aligned films of
single wall nanotubes. Furthermore, such data for nanotube films do not separate volume
from interface thermal resistances. This paper uses a thermoreflectance technique to
measure the volumetric heat capacity and thermal interface resistance and to place a
lower bound on the internal volume resistance of a vertically aligned single wall CNT
array capped with an aluminum film and palladium adhesion layer. The total thermal
resistance of the structure, including volume and interface contributions, is
12 m2 K MW−1. The data show that the top and bottom interfaces of the CNT array
strongly reduce its effective vertical thermal conductivity. A low measured value for the
effective volumetric heat capacity of the CNT array shows that only a small volume
fraction of the CNTs participate in thermal transport by bridging the two interfaces. A
thermal model of transport in the array exploits the volumetric heat capacity to extract
an individual CNT-metal contact resistance of 10 m2 K1 GW−1 (based on the annular
area Aa=�db), which is equivalent to the volume resistance of 14 nm of thermal SiO2.
This work strongly indicates that increasing the fraction of CNT-metal contacts can
reduce the total thermal resistance below 1 m2 K MW−1. �DOI: 10.1115/1.2885159�

Keywords: vertically aligned carbon nanotubes, thermal interface resistance, thermore-
flectance thermometry, thermal interface material, single wall carbon nanotube
ntroduction
The outstanding thermal properties of carbon nanotubes

CNTs�, particularly their extraordinary thermal conduction prop-
rties, have generated considerable interest and research activity.
ast work investigated the thermal properties of individual single
all nanotubes �1–9�, multiwalled nanotubes �10,11�, bulk films
f nanotubes �12,13�, nanotube composites �14–19�, and aligned
rrays of mulitwalled nanotubes �20–22�. A very promising appli-
ation is the use of vertically aligned arrays of CNTs as thermal
nterface materials �TIMs� for electronic systems. TIMs require a
igh thermal conductivity, a low thermal interface resistance with
he adjacent microprocessor and heat sink, as well as significant

echanical compliance to help minimize the impact of mis-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 26, 2006; final manuscript re-
eived September 17, 2007; published online April 8, 2008. Review conducted by

uresh V. Garimella.

ournal of Heat Transfer Copyright © 20
matched thermal expansion coefficients. Many TIM materials,
such as particle-filled organics and related composites, offer ex-
cellent mechanical compliance with the penalty of relatively poor
thermal conductivity. Other materials, such as alloyed metals and
eutectics, offer relatively good thermal conduction properties with
the penalty of poor mechanical compliance and reliability con-
cerns related to thermal cycling. CNT films, which consist of
many flexible nanotubes, may eventually provide both high ther-
mal conductivity and lateral compliance, a truly unique combina-
tion of properties that could be very attractive for interfaces in
electronic systems. However, past work has suggested that the
thermal performance of CNT films is impeded by high thermal
interface resistances, indicating that more detailed measurements
and improved fabrication methods will be needed.

The thermal conductivity of individual single wall CNTs
�SWNTs� and multiwall CNTs �MWNTs� has been the subject of
recent theoretical and experimental research activity. Experimen-

tal and molecular dynamic studies have yielded room temperature
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hermal conductivities of individual SWNTs in the range of
500–6600 W m−1 K−1 �1–4�. For MWNTs, past research yielded
imilar values in the range of 2000–3000 W m−1 K−1 �10,11�.
heoretical works predict that ballistic transport effects, interface
cattering, and modification to the phonon modes in submicron
ength individual SWNTs tend to reduce their thermal conductiv-
ty to values below 350 W m−1 K−1 �5–9�. Likewise, measure-
ents of bulk CNT films yielded lower thermal conductivities in

he range of 20–200 W m−1 K−1 �12,13�. The discrepancy be-
ween the thermal conductivities of individual CNTs and their
alue in bulk films can be attributed to various effects. In particu-
ar, tube-tube contact, tube-matrix contact, and an increased defect
ensity due to bulk film preparation methods may reduce the pho-
on mean free path compared to its value in individual tubes. The
ube-matrix contact has been the focus of several studies
14,15,23�. Furthermore, the defined area of heat flow through the
anoscale geometries of both the individual constituent tubes and
he film itself is often ambiguous and subject to variation, directly
nfluencing the reported values of CNT thermal conductivities.
his problem is particularly acute with MWNT films, which often
xhibit significant variations in individual tube cross-sectional ar-
as within a film.

Although the bulk thermal performance of CNT films falls short
f the theoretical expectations, the use of CNTs as fillers in ad-
anced TIMs and in nanostructured composite films greatly im-
roves the thermal performance of the material. A CNT volume
raction of 1% showed an increase in the effective thermal con-
uctivity of 2.5 in silicon oil �16� and 125% for epoxy �17�. Simi-
arly, by suspending SWNTs randomly oriented in a polymethyl

ethacrylate �PMMA� composite, Guthy et al. �18� measured a
hermal conductivity enhancement that saturated at 240% for

vol % SWNTs. Additionally, Hu et al. �19� combined CNTs with
raditional nickel fillers, creating a sevenfold increase in the effec-
ive thermal conductivity of the base fluid, twice that of a nickel
anoparticle filler alone.

Other investigations showed that creating vertically aligned
NT films better utilizes the outstanding thermal conductivity of

ndividual CNTs. Using the 3� method, Hu et al. �20� measured
he room temperature thermal conductivity of a 13 �m thick ver-
ically aligned MWNT film grown on silicon to be 75 W m−1 K−1,
hich outperforms that of randomly oriented tube samples. How-

ver, the total thermal resistance of the aligned CNT TIM was
ound to be 16 m2 K MW−1, which still falls well short of theo-
etical expectations. Yang et al. �21� performed a similar measure-
ent of MWNT films using a thermoreflectance technique and

ound the effective thermal conductivities to be around
5 W m−1 K−1, with total thermal resistances falling in the range
f 0.8–2.9 m2 K MW−1. Even accounting for porosity effects, the
educed performance of these aligned MWNT films indicates that
he thermal boundary resistance between the CNT and the sub-
trate is the problem.

Much of the variation observed in the previous data can be
ttributed to the impact of thermal interface resistances in CNT
lms. The relative importance of thermal interface resistance in
NT based TIMs was recently confirmed by Tong et al. �22� in a

ransient phase sensitive photothermal measurement of an aligned
WNT TIM. The TIM was formed by dry adhesion of a 7 �m

hick MWNT array, grown on a Si wafer, to a glass plate. The
otal resistance of the TIM was measured to be 12 m2 K MW−1,
hich was dominated by the dry glass interface resistance of
1 m2 K MW−1. The importance of the thermal interface resis-
ance in CNT arrays motivates its further study as well as the need
or metrology that focuses on this property.

In this paper, we measure and model the room temperature
hermal properties of a 28 �m thick metal-coated vertically
ligned SWNT film using a nanosecond thermoreflectance tech-
ique. Our objective is to extract, model, and illuminate the gov-
rning physics of the interface resistance. A 6 ns heating pulse

rom a frequency doubled Q-switched Nd:YAG �yttrium alumi-
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num garnet� laser generates a transient temperature field in the
metalized film, and the combination of submicrosecond laser-
reflectance thermometry and effective medium modeling extracts
the vertical distribution of area-averaged thermal properties in the
system. The transient time scales of the measurement provide a
means to separate the relative importance of thermal resistance
within the film from those of the film boundaries. Isolating the
thermal boundary resistances and measurement of the CNT volu-
metric heat capacity enables an understanding of the low mea-
sured effective thermal conductivity of the aligned SWNTs. This
study provides insight into the physical mechanisms governing the
thermal resistance in aligned CNT films, which will enable inno-
vations in fabrication technology to reduce the total thermal resis-
tance and lead to promising interface materials.

Experimental Method

Sample Preparation. The aligned SWNT sample was prepared
as follows. First, an iron film 1–2 Å thick is deposited using
electron beam evaporation on a 10 nm thick thermal oxide layer
grown on the silicon substrate. Subsequent annealing in oxygen at
550°C produced a monolayer of �1.3 nm diameter iron clusters
to act as catalysts for the CNT growth. The CNT synthesis was
carried out in a coupled-rf chemical vapor deposition �CVD�
plasma system with a mixture of methane, hydrogen, and oxygen.
Additional details of the CNT growth process are discussed in
Ref. �24�.

The scanning electron microscopy �SEM� profile of the sample
in Fig. 1�a� shows that the tube length is 28 �m. Raman data �24�
indicate that the SWNT diameter d is in the range of 1–2 nm,
with the average being close to the average catalyst diameter of
�1.3 nm. Since the SWNT growth conditions yield approxi-
mately one nanotube per iron catalyst cluster �24�, we estimate the
SWNT number density to be 8.7�1016 m−2 based on the thick-
ness of the deposited catalyst layer and cluster diameter after an-
nealing. This number density corresponds to a volume fraction of
�12% based on the average SWNT annular area Aa=�db, where
we use an average diameter of d=1.3 nm and b=3.4 Å, the thick-
ness of a graphene plane. A premetalization topographic profile,
produced by scanning atomic force microscopy �AFM�, of the top
of the CNT film is shown in Fig. 1�b� and indicates that the rms
roughness of the film is �60 nm.

Prior to the evaporation of the 160 nm thick aluminum film, an
initial evaporation of a 20 nm thick palladium film on the exposed
CNT ends enhances the metal-CNT contact interface. A SEM im-
age �Fig. 1�c�� of the top of the metal film taken after deposition
shows that the surface is rough and porous on the submicron
scale. The potential effects of the film porosity on its optical prop-
erties will be considered in the following section.

Experimental Setup and Procedure. The thermal properties
of the metallized SWNT film are measured using a thermoreflec-
tance technique in which a high power pump laser induces a tran-
sient temperature field in the metal film. The reflected intensity of
a second low power cw probe laser, being proportional to the
metal temperature, provides a dynamic measurement of the tem-
perature response of the metal film. The thermoreflectance tech-
nique has been used in the nanosecond regime to characterize the
thermal properties of thin films �21,25,26� in the picosecond re-
gime to measure both the thermal properties of thin films and their
interfaces �27–29� and in the femtosecond regime to measure
electron and phonon processes �30,31�.

Figure 2 is a schematic of the optical path and experimental
configuration along with a schematic of the sample geometry. A
650 MHz photodiode and amplifier measure the reflected intensity
of a 10 mW diode laser at 637 nm wavelength, which is focused
on the sample with a spot size of approximately 10 �m. The metal
film on top of the CNTs is heated using a 10 Hz, 6 ns pulse width
Nd:YAG laser, frequency doubled to 532 nm.
The transient metal temperature is measured through the tem-
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perature dependence of its dielectric constant �32�. The linearized
temperature dependent reflectivity �33�, defines the thermoreflec-
tance coefficient Ctr as

�R

R0
� Ctr�T �1�

where R0 is a reference reflectivity and T is the metal temperature.
Since for most metals, Ctr is approximately constant �32,34�,

the reflected probe intensity is proportional to the metal surface
temperature.

The surface topography and porous structure of the metalized
CNT films pose significant challenges for photothermal diagnos-
tics. Due to porosity, the optical radiation may be absorbed on
both the surface of the metal film and in its pores. However, since
all thermal diffusion time scales in the aluminum film are sub-
nanosecond and below the temporal resolution of the equipment,
it is inconsequential whether the radiation is absorbed strictly on
the metal surface or within the pores of the metal layer.

The transmission of optical radiation through the metal may
lead to the possibility of energy absorption in the structure under-
lying the film, complicating the solution to the heat diffusion
equations. Data from the image analysis of the SEM image in Fig.
1�c� bounds the potential unmetallized regions to less than 5%.
The subwavelength of the nature of the pores further reduces the
transmitted radiation by a factor of �r /��4 �35,36�, where r is the
hole radius yielding a net energy transmission factor less than 5
�10−4. Furthermore, the near field radiation is appreciable only
within �4r �36� of the hole and is thus much less than the thermal
diffusion distance ��4 �m� into the CNT film during the laser
pulse. These conclusions render the transmission of optical radia-
tion through the metal film insignificant.

on Si—the tube length is 28 �m. The SWNT
n average of approximately 1.3 nm. „b… AFM
ich indicates that the rms surface roughness
ter it has been deposited on CNTs. The image
low 100 nm.
Fig. 1 „a… SEM profile of aligned SWNTs grown
diameter ranges between 1 nm and 2 nm, with a
topographic profile of the top of the CNT film, wh
is È60 nm. „c… SEM of the top of the metal film af
shows that the metal film is porous at a scale be
ig. 2 „a… Schematic of the thermoreflectance thermometry
xperimental setup including the optical and signal paths. „b…
chematic of the sample geometry. The initial deposition of a
0 nm thick layer of palladium on the SWNT ends forms an
dhesion layer with the 160 nm thick aluminum film used for
The relatively large surface roughness of the metal film
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�100 nm� augments absorption such that care must be taken to
void damage and delamination. The mechanical compliance, po-
osity, and mismatched thermal expansion behavior of the metal
oating and underlying CNT film may lead to significant tempera-
ure induced changes in the surface topography and associated
hermoreflectance coefficient. The value of Ctr may also be influ-
nced by microstructural changes in the metal film with tempera-
ure, which are related to the reflectivity through electron scatter-
ng and the plasma frequency.

We address the above concerns about photothermal interaction
ith the film through a strong reduction in the heating laser flu-

nce and careful verification that Ctr is constant and reproducible
n the temperature range of the measurement. For different laser
owers, the normalized thermal response trace collapsed to a
ingle shape that depends only on the thermal properties within
he structure. Furthermore, the amplitude of the peak reflected
robe intensity scaled in direct proportion to the pump power.
hese results indicate that the interaction of the metal with both

asers is linear and reproducible.

Data Extraction Model and Method. To extract the thermal
roperties of the CNT film, we fit the experimentally measured
hermal response to an analytical solution of the heat diffusion
quation based on effective area-averaged thermal properties. As
ong as heat is fully absorbed by the metal layer and is forced to
onduct through the CNT film and into the substrate, the solution
f the heat diffusion equation using effective area-averaged prop-
rties is a fully rigorous mathematical treatment of the physics and
oes not require knowledge of the CNT volume fraction. Solving
he heat diffusion equation reduces to a 1D problem since the
iameter of the heating pulse �d�6 mm� is much greater than any
f the thermal diffusion distances into the structure during the
easurement. The governing equation in each layer is

�Tj�x,t�
�t

− � j

�2Tj�x,t�
�x2 = 0 �2�

here Tj is the temperature and �i is the thermal diffusivity of the
jth material. We solve the 1D heat diffusion equation by trans-
orming Eq. �2� to the frequency domain

�2� j��,x�
�x2 +

i�

� j
� j��,x� = 0 �3�

here � j is the Fourier transform of the temperature field and
hich has the general solution

� j��,x� = aj���ei�i�/�jx + bj���e−i�i�/�jx �4�

he laser heating is modeled as a heat flux boundary condition on
op of the metal film with a Gaussian shaped heat pulse

qlaser� �t� = − kAl� �TAl�t,x�
�x

�
0

�5�

qlaser� �t� =� 1

�	2
AlLAlcp,Al�Tmaxe
−t2/	2

�6�

here 	 is the e−1 laser pulse width �6 ns�, �Tmax is the peak
emperature change, kAl, 
Al, LAl, and cp,Al is the aluminum ther-

al conductivity, density, thickness, and heat capacity, respec-
ively. The silicon wafer is assumed to be semi-infinite since the
hermal diffusion time through the silicon is much larger than the

icrosecond time scale of the measurement.
The interfaces between the aligned CNT film and both the
etal film and the SiO2 film provide four boundary conditions,

qAl-CNT� = �RCNT-Pd,eff� �−1
„TAl�LAl� − TCNT�0�… = − kAl� �TAl

�x
�

LAl
�7�
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− kAl� �TAl

�x
�

xAl=LAl

= − kCNT,eff� �TCNT

�x
�

xCNT=0
�8�

qCNT-SiO2
� = �RCNT-SiO2,eff� �−1

„TCNT�LCNT� − TSiO2
�0�…

= − kSiO2
� �TSiO2

�x
�

xSiO2
=0

�9�

− kCNT,eff� �TAl

�x
�

xCNT=LCNT

= − kSiO2
� �TSiO2

�x
�

xSiO2
=0

�10�

where kCNT,eff is the area-averaged CNT thermal conductivity and
RCNT-Pd,eff� and RCNT-SiO2,eff� are the area-averaged contact resis-
tances between the CNTs and the palladium adhesion layer and
oxide films, respectively. We define the resistance at the metal-
lized contact as RCNT-Pd,eff� because the nanotubes directly contact
the palladium adhesion layer underlying the aluminum film. An
inverse Fourier transform converts the frequency domain solution
back to the time domain, which we then fit to the experimental
thermal data using a least squares curve fit algorithm.

Fitting the thermal model to the measured data is an inverse
heat transfer analysis requiring the simultaneous fit of the four
unknown parameters in the governing equations: kCNT,eff, CCNT,eff
�through �CNT,eff�, RCNT-Pd,eff� , and RCNT-SiO2,eff� . The impact and
sensitivity of variation in each parameter on the shape of the ther-
mal response is unique and evident at different time scales be-
cause each appears in a unique way though the governing equa-
tions �Eqs. �3� and �7�–�10�� and is localized in the vertical
direction. Since the measurement is capable of resolving time
scales below the thermal diffusion time through the CNT film,
these properties can be accurately and individually resolved. We
verified this capability by a mathematically rigorous parametric
variation study of the best-fit solution of the heat diffusion equa-
tion to the experimental data.

Results and Discussion
Figure 3 shows a representative thermal response for the

sample along with the least squares best-fit analytical solution
evaluated with the average of the extracted properties. Nine mea-
surements at multiple locations on the samples and at multiple
laser pump powers were individually fit to the analytical heat
diffusion model, and the effective parameters were averaged to
produce the results shown in Table 1. Table 1 shows the corre-

Fig. 3 Typical thermal response trace data for a particular
measurement „solid… for the 28 �m sample along with the best-
fit analytical solution evaluated with the average best-fit param-
eters summarized in Table 1 below „dashed…. The data show
two characteristic decay time scales during the measurement:
the initial rapid decay lasting È0.5 �s followed by a longer de-
cay lasting È4 �s.
sponding rms error in the data, which is dominated by variations
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n the shape of the trace and uncertainty due to amplitude noise.
rrors due to the sensitivity of the least squares fitting algorithm
pplied to a single thermal response trace generally contribute less
han 10% error for each parameter.

An estimate of the thermal diffusion time through the CNT film
ualitatively explains the particular shape of the thermal trace in
ig. 3, which displays an initial rapid decay lasting �0.5 �s fol-

owed by a second, slower decay lasting �4 �s. The characteris-
ic thermal diffusion time through the SWNT film is given by

diff=LCNT
2 /�CNT, where LCNT=28 �m is the thickness of the

NTs and �CNT is the individual CNT thermal diffusivity. From
he measurement of cp=660 mJ g−1 K−1 by Hone et al. �37� and
he CNT unit cell volume, we estimate Cv,a to be 1.5 MJ m−3 K−1,
hich is the volumetric heat capacity for an individual SWNT

ompatible with the area definition, Aa=�db. Combined with a
alue of kCNT=3600 W m−1 K−1 �4�, �CNT�2.4�10−3 m2 s−1

nd tdiff=0.33 �s, which is in reasonable agreement with the time
cale for the initial rapid decay demonstrated by the data. Conse-
uently, the initial decay rate for times less than tdiff is relatively
nsensitive to the CNT-oxide contact resistance. A rigorous para-

etric variation study of the fitting parameters in the analytical
odel verified that the initial rapid decay rate is dominated by

CNT-Pd,eff� and that RCNT-SiO2,eff� dominates the long-time decay
haracteristics.

Due to the large effective thermal interface resistances in the
tructure, the measurement only yields a potential lower bound of
8 W m−1 K−1 for the area-averaged thermal conductivity of the

rray, which corresponds to a total CNT resistance below
3.5 m2 K MW−1. No solution fit was attainable for thermal con-

uctivities lower than this value, and the fit of the remaining pa-
ameters to the data trace was insensitive to conductivities at and
bove this value.

The data in Table 1 show that the effective CNT heat capacity is
uite low, even accounting for the nanotube film porosity. Because
he heat capacity is expected to be relatively insensitive to inter-
ace effects, the data suggest that only a fraction of the CNTs
ontribute to the volumetric specific heat. The ratio of the mea-
ured effective heat capacity to the volumetric heat capacity of an
ndividual tube �feff,C� provides an estimate of the effective vol-
me fraction of CNTs contributing to the thermal capacity in the
tructure,

feff,C =
CCNT,eff

Cv,a
= 0.0035 �11�

hich includes the contributions to the porosity occurring within
n individual tube and does not require precise knowledge of the
WNT diameter. Based on an estimated average nanotube diam-
ter of 1.3 nm, feff,C corresponds to the number density of 2.5
1015 m−2, which is much less than the prior estimate of the

WNT yield based on the catalyst preparation conditions. A ther-
al model for transport within the nanotube structure presented in

he subsequent section concludes that the effective volume frac-

able 1 Best-fit values averaged from multiple measurements
f CCNT,eff, RCNT-Pd,eff� , RCNT-SiO2,eff� , and kCNT,eff for the 28 �m thick
ample along with their associated uncertainty. The uncertainty

s calculated from the rms variation in extracted parameters
ndividually fitted to multiple measurements.

Parameter Average result
Uncertainty

�%�

CCNT,eff 5.2 kJ m−3 K−1 12%
RCNT-Pd,eff� 2.9 m2 K1 MW−1 21%

RCNT-SiO2,eff� 9.1 m2 K1 MW−1 31%
kCNT,eff �8 W m−1 K−1 —
ion of CNTs contributing to the thermal resistance in the CNT

ournal of Heat Transfer
array �feff,R� is nearly identical to feff,C. Scaling the lower bound
on the area-averaged effective CNT thermal conductivity by this
fraction provides an estimate of �2300 W m−1 K−1 for the lower
bound on the intrinsic conductivity of an individual SWNT mea-
sured in this study.

Since the CNT thermal resistance is small in comparison to the
interface contributions, the total effective thermal resistance of the
SWNT structure is determined by the sum of the boundary resis-
tances to be RSWNT,tot� =12 m2 K MW−1. This value is comparable
to the values of 12–23 m2 K MW−1 �20,22,38� for aligned
MWNT array structures measured in prior work. The lower per-
formance of the MWNT arrays may be due to the decrease in
conformability of the shorter nanotubes, an increase in surface
roughness of the MWNT arrays, or a significantly lower intrinsic
resistance of MWNTs. Although the contact between the SWNT
and the metal is probably much stronger than the van der Waal
dominated contact in the MWNT experiments, the use of pressure
most likely increased the number of tubes contacting the interface
in the MWNT experiments.

Thermal Model for Conduction in CNT Films
In this section, we propose a hypothesis for the nanoscale

SWNT-metal contact geometry that aims to explain the unexpect-
edly low values of the effective heat capacity and large interface
resistances presented in Table 1. Related to this hypothesis, we
develop an approximate thermal model of heat transport within
the CNT film with the purpose of understanding the relationship
between the effective volume fraction of tubes that contribute to
the heat capacity and those that contribute to the thermal resis-
tance within the CNT array. Through this understanding, we can
estimate the intrinsic thermal contact resistance between an indi-
vidual SWNT and a metal film from the measured data.

Since the aluminum film �Fig. 1�c�� is porous with its nominal
thickness of 160 nm being comparable to the 60 nm rms CNT
surface roughness, we believe that incomplete contact between the
SWNTs and the metal film reduces the CNT volume fraction that
contributes to heat conduction significantly below the 12 vol % of
CNTs estimated from the catalyst preparation conditions. Figure 4
schematically illustrates our belief that the uneven CNT surface

Fig. 4 Schematic illustrating the hypothesis that a subset of
the CNTs is in good thermal contact with the porous and dis-
continuous evaporated film. The data suggest that the over-
whelming majority of the heat transport is brought about by
longer tubes that fully contact the metal film. We use a thermal
circuit model to account for lateral thermal transport in the CNT
film. The heat flows into the central tube that is in thermal con-
tact with the metal film and then flow laterally through the in-
tertube coupling resistance to surrounding tubes. We reduce
the thermal network to a frequency dependant parallel equiva-
lent RC thermal circuit, which is what is experimentally
measured.
topography due to the variation in SWNT heights, combined with
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he porosity of the metal film, causes the metal to make poor
ontact, particularly with the shorter nanotubes in the array.

To understand how the hypothesized contact geometry relates
o the film thermal properties, we suggest a simple geometric

odel for the incomplete CNT-metal thermal contact in which we
onsider one individual SWNT that is in contact with the metal
lm and assume that the surrounding tubes are not in contact with

he metal film. We will assume that heat flows into the central tube
nd can then couple to the surrounding tubes through an intertube
oupling resistance Ri� �m2 K W−1� �defined on the CNT perim-
ter area Ap=�dLCNT�. Included in the inter-tube coupling resis-
ance are all possible thermal transport channels, such as conduc-
ion, radiation, and occasional CNT-CNT contact between two
ligned CNTs. Equating a thermal network model �Fig. 4� of heat
ransfer within the CNT array to an equivalent parallel effective
hermal capacitance and resistance of the SWNT yields the experi-

entally measured effective thermal properties.
Because the interface resistance is much larger than the intrinsic

WNT resistance, we model the thermal impedance of each nano-
ube as a lumped thermal capacitor in parallel with a thermal
oundary resistance Rb �K W−1� between the SWNT and the oxide
ayer. The total complex thermal impedance of an individual CNT
s

ZCNT =
ZCZb

ZC + Zb
�12�

here

Zb = Rb �13�

ZC =
1

i�Cth
�14�

here Cth=Cv,a�dbLCNT is the total heat capacity of an individual
ube. The total effective admittance of the CNT network is given
y

1

Zeff
=

1

ZCNT
+

1

Zs,eff
�15�

here Zs,eff is the total thermal impedance contribution from the
urrounding neighboring tubes calculated below. Equating the ad-
ittance of Eq. �15� to the admittance of the equivalent parallel
C thermal circuit,

1

Zeq
=

1

Req���
+ i�Cth,eq��� �16�

ields

Req��� =
1

Re	 1

Zeff

 �17�

Cth,eq��� =
1

�
Im	 1

Zeff

 �18�

frequency-weighted average based on a representative thermal
pectrum of the analytical solution of the metal temperature field
ields the total Req and Cth,eq for the SWNT in contact with the
etal film

Req =
��Req���X���d�

��X���d�
�19�

Cth,eq =
��Cth,eq���X���d�

��X���d�
�20�

here X��� is the amplitude of the Fourier transform of the metal

hermal response.
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We calculate the total impedance of the surrounding neighbor-
ing tubes, Zs,eff, by assuming a simple close-pack arrangement of
the CNTs shown schematically in Fig. 5�a�. Around the central
tube contacting the metal film, we separate by the average CNT
spacing the surrounding noncontacting tubes into concentric
“nearest neighbor” shells. The intertube coupling resistance Ri�
links the total thermal impedance of each shell in the network
�Fig. 5�b��.

From the CNT geometric arrangement, the total impedance of
the parallel ns tubes in the sth shell from the central tube is

ZCNT,s =
ZCNT

ns
�21�

where the number of tubes in the sth shell is

ns = 8s� �

2�3
�22�

and where s is the shell label �1, 2, 3, …� and  is the volume
fraction ��12% �. The total resistance between the sth and the
�s−1�th, shell in terms of Ri� is

Ri,s = Ri�	 1

Ainner
+

1

Aouter

 =

Ri�

�dL�32�

�3

	1

s
+

1

s − 1

 �23�

Combining Eqs. �21� and �23�, yields the recursive relation for
the total effective impedance of Zs,eff and all shells beyond

Zs,eff = Ri,s +
ZCNT,sZs+1,eff

ZCNT,s + Zs+1,eff
�24�

which gives Cth,eq and Req through Eq. �15� and the subsequent
relations.

In Fig. 6, we show the dependence of Cth,eq and Req, normalized
to the capacitance Cth,CNT and resistance Rb of an individual tube,
on Ri�. Figure 6 shows that Ceff and Req are essentially equivalent
to the individual tube values for Ri��10−3 m2 K W−1, indicating
that lateral conduction within the CNT array is negligible in this
regime. Using two vertically aligned MWNT arrays pressed to-
gether in an opposing configuration, Hu et al. �39� measured Ri�
=1.4 m2 K W−1, which is very large. While interpenetrating
MWNTs pressed in an opposed geometry is a variant of the
aligned SWNT geometry of this study, the similarity in thermal
transport in aligned independent nanostructures allows for a sen-
sible comparison. Owing to an increased CNT-CNT contact due to
mechanical deformation, the MWNT intertube coupling resistance
presumably provides a lower bound for the SWNT case.

Recent work using classic molecular dynamics simulations to
investigate the dependence of the intertube thermal contact
resistance between two aligned SWNTs on the distance
between the CNT walls show that for distances larger than

Fig. 5 „a… Schematic top view of a CNT in a close-pack ar-
rangement grouped into concentric shells of neighboring tubes
to calculate the effective impedance of the series of neighbor-
ing tubes, as assumed in the model. „b… Block diagram of im-
pedance network modeling the linking of neighboring shells by
an intershell thermal resistance.
�1.3 nm, the intertube thermal resistance is extraordinarily large
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�10−4 m2 K W−1� �40�. That the intertube resistance predicted
y the simulations in Ref. �40� agrees reasonably with measure-
ents of the interfacial thermal resistance between SWNTs and

ctane �23� suggests that the simulations capture the essential
anoscale physics and that a phenomenon such as near field ra-
iation transfer is insignificant in this analysis. Based on the prior
ata and simulations, we believe that intertube coupling effects
re insignificant in the analysis in this work. Thus, the effective
hermal properties are entirely determined by the tubes that are in
hermal contact with the metal film, and the tubes in poor thermal
ontact contribute negligibly. If intertube transport were signifi-
ant, then the number of tubes that contribute to volumetric heat
apacity would differ from the number of tubes that contribute to
he thermal resistance and contact resistance.

If intertube coupling is negligible, the effective volume fraction
f tubes contributing to conduction is nearly identical to the ef-
ective volume fraction contributing to the heat capacity. Thus,

feff,R � feff,C = 0.0035 �25�
The calculation of these results exploits the directly measured

olumetric heat capacity and does not depend on the precise
nowledge of the true CNT film porosity, which is challenging to
irectly measure. This small effective volume fraction contribut-
ng to thermal transport, which we attribute to poor contact geom-
try, provides an explanation for the extraordinarily large thermal
oundary resistances observed in most nanotube arrays.

Additionally, if intertube coupling effects are negligible, the
olume fraction of tube contribution to conduction and interface
esistance is the same. Scaling the area-averaged interface resis-
ances by feff,R yields a value of 10 m2 K GW−1 for the individual
NT-Pd contact resistance and 32 m2 K GW−1 for the individual
NT-SiO2 contact resistance, consistent with the area definition
a. We believe that the two additional interfaces with the catalyst
nd SiO2 at the base of the CNTs explain why RCNT-SiO2

� is about

hree times larger than RCNT-Pd� .
It is useful to compare the extracted results of the intrinsic

NT-metal contact resistance with both other experimental studies
nd theoretical calculations. Utilizing Joule self-heating of a
WNT on a metal substrate, Kim et al. �10� measured the CNT-
etal contact resistance to be 29 m2 K1 GW−1, based on the area
=dLCNT, where d=14 nm is the diameter and LCNT=1 �m is the

ontact length. The reasonable agreement of Ref. �10� with those
resented in this paper suggests that the mechanisms of thermal
ransport between a metal deposited on the end of a CNT and a
NT lying on a metal substrate may be similar.
We can provide an approximate lower bound for CNT-Pd con-

act resistance using the acoustic mismatch �AMM� theory of

ig. 6 The effective thermal capacity Cth,eq, and thermal resis-
ance, Req due to intertube coupling effects normalized to that
f an individual tube as a function the intertube coupling resis-
ance Ri�
oundary resistance, reviewed in Schwartz and Pohl �41�, in

ournal of Heat Transfer
which phonon transport across a boundary is treated analogously
to acoustic impedance mismatches. The AMM theory has been
developed and applied to thermal interfaces between three dimen-
sional materials, with insufficient development for interfaces be-
tween low dimensional structures of possibly differing dimension-
alities.

A proper characterization of the nanoscale interface is critical
because the complicated and ambiguous nanoscale geometry
strongly dictates the mathematical structure of the AMM calcula-
tion. Although a SWNT is often treated as a quasi-1D structure, its
interface with a metal includes 2D and 3D aspects. We make the
approximation that the nanotubes have a quasi-2D isotropic “flat-
sheet” geometry since nanotubes behave much like a 2D graphene
sheet due to the strong excitation of the phonon subbands at room
temperature �37�. We consider one longitudinal and two transverse
acoustic polarization branches as well as model the Pd as an iso-
tropic 2D medium. We derive the heat flux for a given temperature
drop across the 2D boundary analogously to a 3D medium as in
Refs. �41,42� to be

q̇CNT-Pd� = 	 1

2�

2	 kbTCNT

�

3


s=pol

�
−�/2

�/2

�CNT-Pd,s���	 �

cs

cos���d�

��
0

�d,Pd/TPd

x3� 1

e	x
TCNT

TPd

 −

1

ex�dx �26�

where �d,Pd�250 K is the Debye temperature of the palladium,
TCNT and TPd are the temperatures of the CNT and Pd sides of the
boundary, respectively, and �CNT-Pd,s��� is the transmission coef-
ficient computed using the AMM approximation given in Ref.
�41�,

�CNT-Pd,s��� =

4
�
PdcPd,s�

�
CNTcCNT,s�

� �
CNTcCNT,s�
�
CNTcCNT,s�

+
cos��Pd�

cos��CNT��2 �27�

where 
i is the density of material i, ci,s is the acoustic velocity of
polarization s in material i, and �i is the phonon angle of inci-
dence in side i. Computing the heat flux from the CNT side avoids
critical cone considerations since it has the higher phonon veloci-
ties �42�. Assuming elastic boundary scattering with no mode con-
version, the integral in Eq. �26� is limited by the lower Debye
temperature �Pd� since no modes at higher frequency can be trans-
mitted into the Pd.

From Eq. �26�, the boundary resistance is defined as

RAMM� =
�TCNT − TPd�b

q̇CNT-Pd�
�28�

which upon numerical evaluation gives RAMM� =3.1 m2 K1 GW−1

and is consistent with the area Aa=�db in which the phonons in
the CNT are confined. The AMM calculation predicts a boundary
resistance 3.2 times lower than the extracted value for the
SWNT-Pd contact, which is rather reasonable considering that
AMM predictions are usually much larger at room temperature
�41�. Typically, the AMM theory only applies at low temperature
where the phonon wavelength is much larger that the interface
roughness. However, we believe that the AMM model predicts
reasonable results because the Debye temperature of the CNTs is
much higher than room temperature ��d,CNT�2500 K�, so the cal-
culations are in the “low temperature” regime when performed
from the CNT side. Also, the nanotube-metal contact is atomistic;
thus, conventional surface roughness considerations in phonon
transport are poorly defined and inapplicable.

The consistency of the experimental results with the AMM pre-
dictions indicates that the intrinsic conduction between an indi-
vidual CNT and a metal film approaches fundamental physical

limits. Thus, increasing the number of CNT-substrate contacts is
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he most promising approach for improving the thermal perfor-
ance of CNT-based interface materials. Moreover, the discrep-

ncy between theory and the measured data merits future theoret-
cal analysis, possibly considering more detailed modeling of the
anoscale dimensional effects and transport at the interface be-
ween the quasi-1D CNT and the 3D metal film.

ummary and Conclusions
This paper studies the room temperature thermal properties of
etalized vertically aligned SWNTs using a nanosecond ther-
oreflectance technique. We measure the total thermal resistance

f the TIM to be Reff,tot� =12 m2 K MW−1, which we determine to
e dominated by the interface resistance and not the thermal con-
uctivity of the CNTs themselves. Images of the metal film and
he CNT surface topography suggest a model for the CNT-metal
ontact, whereby only a subset of the CNTs are actually respon-
ible for the thermal transport. The results show that the effective
olume fraction of SWNTs contributing to thermal transports is
.35%, which is much less than the estimation of the true volume
raction of �12% from the catalyst deposition process. Based on
he effective volume fraction, the intrinsic thermal resistance for
n individual SWNT-Pd contact is RCNT-Pd,a� =10 m2 K GW−1

based on the annular area, Aa=�db�, which is in reasonable
greement with the upper limit predictions of the AMM theory.
hese results suggest that increasing the number of CNT-substrate
ontacts can potentially reduce the total thermal resistance of a
WNT array to less than 1 m2 K MW−1. Future work toward de-
eloping practical CNT based TIMs needs to address the CNT
ontact geometry as well as characterize the lateral mechanical
ompliance of aligned nanotube arrays and their effect on the
ontact geometry and thermal transport, particularly during ther-
al cycling.
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omenclature
Aa � annular area of individual CNTs, m2

Ad � cross-sectional area of individual CNTs, m2

b � thickness of CNT annular area, m
cs � CNT acoustic speed of polarization s, m s−1

cp � heat capacity, J kg−1 K−1

CCNT,eff � area-averaged effective volumetric heat capac-
ity, J m−3 K−1

Cth � thermal capacity, J K−1

Ctr � thermoreflectance coefficient, K−1

Cv,a � volumetric heat capacity of individual SWNTs
based on Aa, J m−3 K−1

Cv,d � volumetric heat capacity of individual SWNTs
based on Ad, J m−3 K−1

d � CNT diameter, m
RCNT-Pd� � individual Pd-CNT contact boundary resis-

tance, m2 K W−1

RCNT-SiO2
� � individual CNT-SiO2 contact boundary resis-

tance, m2 K W−1

RCNT-Pd,eff � area-averaged effective Pd-CNT contact
boundary resistance, m2 K W−1

RCNT-SiO2,eff� � area-averaged effective CNT-SiO2 contact
boundary resistance, m2 K W−1

kAl � thermal conductivity of aluminum film,
W m−1 K−1

kCNT,eff � effective area-averaged thermal conductivity of
−1 −1
nanotube film, W m K
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kSiO2 � thermal conductivity of oxide layer,
W m−1 K−1

kB � Boltzmann constant=1.38�10−23 J K−1

LAl � thickness of aluminum, m
LCNT � length of a CNT, m

ns � number of CNTs in shell s
q� � heat flux, W m−2

R � reflectivity
Rb � total thermal boundary resistance of nanotube,

K W−1

Rb� � CNT thermal boundary resistance, m2 K W−1

RCNT� � CNT thermal resistance, m2 K W−1

Reff � effective resistance of an individual CNT in-
cluding intertube coupling, K W−1

Ri� � intertube thermal coupling resistance,
m2 K W−1

Ri,s � shell s intertube thermal resistance, K W−1

s � shell number
t � time, s

Ti � temperature of the ith material, K
x � position, m

Zb � thermal interface impedance of individual
CNT-substrate contacts K W−1

ZC � thermal capacitance impedance of individual
SWNTs, K W−1

ZCNT � total SWNT thermal impedance, K W−1

Zeff � effective thermal impedance of CNT thermal
network model, K W−1

Zeq � thermal impedance of an equivalent parallel
RC thermal network, K W−1

Zs,eff � total effective thermal impedance of s concen-
tric shells of CNTs, K W−1

Zs � total thermal impedance of shell s, K W−1

Greek Symbols
�i � thermal diffusivity of the ith material, m2 s−1

�CNT-Pd � phonon boundary transmission coefficient
�i � Fourier transform of the temperature of the ith

material, K
�d � Debye temperature, K

 � density, kg m−3

	 � laser temporal pulse width, s
 � volume fraction
� � frequency, rad/s
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Correlating Equations for Laminar
Free Convection From Misaligned
Horizontal Cylinders in
Interacting Flow Fields
Steady laminar free convection in air from a pair of misaligned, parallel horizontal
cylinders, i.e., a pair of parallel cylinders with their axes set in a plane inclined with
respect to the gravity vector, is studied numerically. A specifically developed computer
code based on the SIMPLE-C algorithm is used for the solution of the dimensionless mass,
momentum, and energy transfer governing equations. Results are presented for different
values of the center-to-center cylinder spacing from 1.4 up to 10 diameters, the tilting
angle of the two-cylinder array from 0 deg to 90 deg, and the Rayleigh number based on
the cylinder diameter in the range between 103 and 107. It is found that the heat transfer
rates at both cylinder surfaces may in principle be traced back to the combined contri-
butions of the so-called plume effect and chimney effect, which are the mutual interac-
tions occurring in the vertical and horizontal alignments, respectively. In addition, at any
misalignment angle, an optimum spacing between the cylinders for the maximum heat
transfer rate, which decreases with increasing the Rayleigh number, does exist. Heat
transfer dimensionless correlating equations are proposed for any individual cylinder
and for the pair of cylinders as a whole. �DOI: 10.1115/1.2780183�

Keywords: free convection, misaligned horizontal cylinders, flow interactions, numerical
analysis, correlating equations
Introduction
Free convection heat transfer from arrays of horizontal cylin-

ers set in free space has a considerable relevance to several en-
ineering applications, e.g., heat exchangers, storage devices, and
lectronic components, to name a few. In fact, although free con-
ection is less effective than forced convection for the same ge-
metry, in many situations, heat transfer designers prefer to avoid
he use of mechanical fans or other active equipment for the fluid
irculation due to power consumption, excessive noise, or reliabil-
ty concerns.

Most of the investigations conducted in this field are substan-
ially oriented toward the study of the thermal performance of
ertical arrays of horizontal cylinders �1–7�. A detailed review of
hese studies is reported in a recent paper by Corcione �8�, who
erived numerical heat transfer dimensionless correlations for
uch geometry in the range 5�102�Ra�5�105. A smaller de-
ree of attention has instead been devoted to the more general
ase of tilted cylinder arrays, whose few related studies available
n the open literature refer to quite narrow ranges of the Rayleigh
umber and relatively large cylinder spacings.

The first documented work on this subject was executed by
ieberman and Gebhart �2�, who carried out experiments on the

hermal behavior of a flat array of ten wires of 0.127 mm diameter
ith six spacings from 37.5 to 225 wire diameters and four ori-

ntation angles from 0 deg to 90 deg, for a single Grashof num-
er of 1.75�10−2 under the assumption of uniform heat flux.
hey found that a peak for the average Nusselt number occurred
t optimum spacings around 120, 80, 60, and 55 diameters for
ilting angles with respect to gravity of 0 deg, 30 deg, 60 deg, and

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 8, 2007; final manuscript re-
eived May 10, 2007; published online March 27, 2008. Review conducted by Giulio

orenzini.

ournal of Heat Transfer Copyright © 20
90 deg, respectively. Subsequently, Sparrow and Boessneck �9�
performed an experimental study on the mutual interactions oc-
curring between two misaligned, parallel horizontal cylinders of
3.787 cm diameter set in free air one above the other at the same
temperature for Rayleigh numbers in the range between 2�104

and 2�105. The geometry of the assembly was varied through
independent modifications of the vertical and horizontal center-to-
center separation distances in the ranges between 2 and 9 diam-
eters and between 0 and 4.5 diameters, respectively, which corre-
spond to tilting angles with respect to the gravity vector from
0 deg to nearly 78 deg. It was found that for all the cases inves-
tigated, the lower-cylinder Nusselt number was virtually identical
to that for a single cylinder, which was already well known for the
bottom element of vertical arrays, at least for intercylinder spac-
ings larger than the cylinder diameter. In contrast, at small vertical
separation distances, transverse offsets below the cylinder diam-
eter caused an increase up to 27% for the upper-cylinder Nusselt
number, compared with that for the perfect vertical alignment,
while transverse offsets larger than the cylinder diameter had no
significant effect. On the other hand, at large vertical separation
distances, the upper cylinder displayed degradations in Nusselt
number by even 20% at large transverse offsets while showing
negligible changes for reduced offsetting. No type of correlation
was proposed in the paper.

Leaving aside the numerical study conducted by Farouk and
Guceri �10� on the thermal performance of single and double in-
finite rows of horizontal cylinders set in free air, which has a
bearing on this subject only on a purely qualitative point of view,
no other significant study expressly dedicated to free convection
from unconfined, misaligned horizontal cylinders was readily
found in the literature.

In this background, the aim of the present paper is to carry out
a numerical investigation of free convection heat and momentum
transfer from a pair of parallel horizontal cylinders with their axes

set in a plane inclined with respect to the gravity vector, with the

MAY 2008, Vol. 130 / 052501-108 by ASME
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orizontal and vertical positions as special cases, so as to derive
eat transfer dimensionless correlating equations for any indi-
idual cylinder and for the pair of cylinders as a whole. The study
s performed in air under the assumption of steady, two-
imensional laminar flow for center-to-center separation distances
rom 1.4 up to 10 diameters, tilting angles of the two-cylinder
rray from 0 deg to 90 deg, and values of the Rayleigh number
ased on the cylinder diameter in the range between 103 and 107.

Mathematical Formulation
Two horizontal parallel cylinders with their axes set in a plane

nclined an angle � with respect to the gravity vector are consid-
red. The diameter D of the cylinders and their center-to-center
eparation distance S are assigned. Free convection heat transfer
ccurs between each cylinder surface, kept at uniform temperature

w, and the surrounding undisturbed fluid reservoir, assumed at
niform temperature t�.
The buoyancy-induced flow is considered to be steady and

aminar. The cylinders are assumed to be much longer than their
iameter, which implies that the end effects can be reasonably
eglected and the temperature and velocity fields can be consid-
red two dimensional. The flow is assumed to be incompressible,
ith constant fluid properties and negligible viscous dissipation

nd pressure work. The buoyancy effects on momentum transfer
re taken into account through the Boussinesq approximation.

Once the above assumptions are employed in the conservation
quations of mass, momentum, and energy, the following set of
imensionless governing equations is obtained:

� · V = 0 �1�

�V · ��V = − �p + �2V −
Ra

Pr
T

g

g
�2�

�V · ��T =
1

Pr
�2T �3�

here V is the velocity vector having dimensionless velocity
omponents U and V normalized with � /D, T is the dimensionless
emperature excess over the uniform temperature of the undis-
urbed fluid reservoir normalized with the temperature difference
tw− t��, p is the dimensionless pressure normalized with

��2 /D2, Ra=g��tw− t��D3 /�� is the Rayleigh number based on
he cylinder diameter, g is the gravity vector, and Pr=� /� is the
randtl number.
The related boundary conditions are T=1 and V=0 at any cyl-

nder surface and T=0 and V=0 at very large distance from the
ylinders.

Computational Domain and Discretization Grid Sys-
em

The finite-difference solution of the governing equations
1�–�3� with the boundary conditions stated above requires that a
iscretization grid system be established across the integration
omain, taken as a rectangle, which includes the pair of cylinders
nd extends sufficiently far from them. A cylindrical polar grid is
mployed in the proximity of any cylinder, while a Cartesian grid
s used to fill the remainder of the computational domain, as
rawn in Fig. 1, where the r-	 and X-Y coordinate systems
dopted are also represented. In the polar systems, U is the radial
elocity component, and V is the tangential velocity component.
n the Cartesian system, U is the velocity component along the X
xis and V is the velocity component along the Y axis. According
o the discretization scheme originally proposed by Launder and

assey �11�, the cylindrical polar grids and the Cartesian grid,
hich are entirely independent of one another, overlap with no
ttempt of node matching. Their connection is provided by a set of

52501-2 / Vol. 130, MAY 2008
false nodes, one for each neighboring grid, located beyond their
intersection, as sketched in Fig. 2. Additional details on the
matching regions can be found in Ref. �8�.

Fig. 1 Sketch of the geometry, coordinate systems, and inte-
gration domain „out of scale…

Fig. 2 Sketch of the interface between polar and Cartesian

discretization grids

Transactions of the ASME
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Boundary Conditions
The boundary conditions required for the numerical solution of

he governing equations �1�–�3� have to be specified at any cylin-
er surface and at the four boundary lines enclosing the two-
imensional integration domain defined above. In particular, once
uch boundary lines are placed sufficiently far from the cylinders,
he motion of the fluid entering or leaving the computational do-

ain may reasonably be assumed to occur normally to them. The
ntering fluid is assumed at the undisturbed free field temperature.
s regards the leaving fluid, whose temperature is not known
priori, a zero temperature gradient normal to the boundary line is

ssumed.
Thus, the following boundary conditions are applied:

�a� at any cylinder surface,

U = 0 V = 0 T = 1 �4�
�b� at boundary line A–B,

�U

�X
= 0 V = 0 T = 0 if U 
 0 or

�T

�X
= 0 if U � 0

�5�
�c� at boundary line B–C,

U = 0
�V

�Y
= 0 T = 0 if V � 0 or

�T

�Y
= 0 if V � 0

�6�
�d� at boundary line C–D,

�U

�X
= 0 V = 0 T = 0 if U � 0 or

�T

�X
= 0 if U � 0

�7�
�e� at boundary line A–D,

U = 0
�V

�Y
= 0 T = 0 if V 
 0 or

�T

�Y
= 0 if V � 0

�8�

Moreover, as far as the intersections between polar and Carte-
ian grids are concerned, the value of each of the dependent vari-
bles at any false node of one of the two neighboring grids is
btained by a linear interpolation of the values of the same vari-
ble at the four surrounding real nodes of the other grid �see Ref.
8� for further details�.

Solution Procedure and Additional Considerations
The set of governing equations �1�–�3� with the boundary con-

itions �4�–�8� is solved through a control-volume formulation of
he finite-difference method. The pressure-velocity coupling is
andled by the SIMPLE-C algorithm by Van Doormaal and Raithby
12�, which is essentially a more implicit variant of the SIMPLE

lgorithm by Patankar and Spalding �13�. The advection fluxes are
valuated by the QUICK discretization scheme by Leonard �14�.
etails of the SIMPLE procedure may be found in Refs. �15,16�.
Fine uniform mesh spacings are used for the discretization of

oth the polar grid regions and the Cartesian grid region. Starting
rom assigned first-approximation fields of the dependent vari-
bles, the discretized governing equations are solved iteratively
hrough a line-by-line application of the THOMAS algorithm, en-
orcing under-relaxation to ensure convergence. The solution is
onsidered to be fully converged when the maximum absolute
alues of both the mass source and the percentage changes of the
ependent variables at any grid node from iteration to iteration are
maller than the prescribed values, i.e., 10−4 and 10−6, respec-

ively.

ournal of Heat Transfer
After convergence is attained, the local and average Nusselt
numbers Nui�	� and Nui for the bottom and top cylinders �denoted
by subscripts 1 and 2, respectively� are calculated:

Nui�	� =
qD

k�tw − t��
= − � �T

�r
�

r=0.5
�9�

Nui =
Q

k�tw − t��
= −

1

2
�

0

2 � �T

�r
�

r=0.5
d	 �10�

where q is the heat flux and Q is the heat transfer rate, and the
temperature gradients at any cylinder surface are evaluated
through a second-order profile among each wall node and the next
corresponding two fluid nodes. The average Nusselt number Nu of
the pair of cylinders is then obtained as the arithmetic mean value
of the average Nusselt numbers of the individual cylinders, �Nu1
+Nu2� /2.

Tests on the dependence of the results obtained on the mesh
spacing of both the polar and the Cartesian discretization grids, as
well as on the thickness of the polar grid regions and on the extent
of the whole computational domain, have been performed for sev-
eral combinations of values of S /D, �, and Ra. The optimal grid-
size values, as well as the optimal positions of both the polar/
Cartesian interfaces and the boundary lines used for computations
�representing a good compromise between solution accuracy and
computational time�, are such that further grid refinements or
boundary displacements do not yield noticeable modifications nei-
ther in the heat transfer rates nor in the flow field, that is, the
percentage changes of Nui�	� and Nui, and the percentage changes
of the maximum value of the tangential velocity components at
	= �90 deg+�� and �270 deg+�� for any cylinder are smaller
than the prescribed accuracy values, i.e., 1% and 2%, respectively.
Typical features of the integration flow domain may be summa-
rized as follows: �a� the number of nodal points �r�	� of the
polar discretization grids lies in the range between 45�72 and
180�108, �b� the thickness of the polar grid regions varies be-
tween 1 /20 and three times the cylinder diameter, and �c� the
extent of the computational domain ranges between 4 and 20 cyl-
inder diameters upward, between 2 and 4 cylinder diameters
downward, and between 3 and 8 cylinder diameters sideward de-
pending on the Rayleigh number, the cylinder spacing, and the
tilting angle. As far as the validation of both the numerical code
and the meshing procedure is concerned, a comparison between
the local and average Nusselt numbers Nu0�	� and Nu0 obtained
for a single cylinder at several Rayleigh numbers and the corre-
sponding benchmark numerical results by Saitoh et al. �17� is
reported in Table 1. Moreover, in order to test the reliability of the
composite polar/Cartesian grid system at close spacing between
the cylinders, the results obtained for a two-cylinder vertical array
have been compared with the experimental data by Tokura et al.
�5� for Ra=8.5�104 and S /D in the range between 1.1 and 2, as
shown in Table 2. Many additional details on the validation of the
numerical code and the composite-grid discretization scheme of
the integration domain are available in Ref. �8�. Finally, the results
obtained for the top cylinder of a two-cylinder inclined array at
Ra=6�104, 105, and 2�105 for different cylinder spacings and
tilting angles with respect to the gravity vector are compared with
the experimental data by Sparrow and Boessneck �9�, as shown in
Table 3, where a good degree of agreement may be observed.

6 Results and Discussion
Numerical simulations are performed for Pr=0.71, which cor-

responds to air, and different values of �a� the Rayleigh number
Ra in the range between 103 and 107, �b� the tilting angle of the
array, �, in the range between 0 deg and 90 deg, and �c� the
center-to-center dimensionless cylinder spacing S /D in the range

between 1.4 and 10.
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The heat transfer results are presented in relative terms, i.e., in
erms of the ratio between the Nusselt number Nui or Nu and Nu0,
o as to highlight in what measure the convective interactions
ccurring between the cylinders either enhance or degrade the
eat transfer performance of any cylinder or the whole array in
omparison with that typical for the single cylinder.

6.1 Heat Transfer From a Single Cylinder. The numerical
esults obtained for the average Nusselt number Nu0 of the single
ylinder in the range 103�Ra�107 may be correlated to the Ray-
eigh number by the following binomial algebraic equation of the
hurchill–Chu type �18�:

Nu0 = 0.714 + 0.411Ra0.25 �11�
ith a 0.82% standard deviation of error and a range of error from
1.71% to +1.74%, as shown in Fig. 3.

6.2 Heat Transfer From a Pair of Cylinders Aligned
ertically. The effects of the independent variables Ra and S /D
n the heat transfer performance of the bottom and top cylinders
hen the two cylinders are aligned one above the other, i.e., the

wo-cylinder array is vertical ��=0 deg�, are pointed out in Figs.
and 5, and in Fig. 6, where the distributions of Nu1 /Nu0 versus
/D and Nu2 /Nu0 versus S /D, respectively, are reported for dif-

erent values of the Rayleigh number. In particular, Fig. 5 is a
lose-up of Fig. 4 for S /D in the range between 1.1 and 3.

It may be seen that the heat transfer rate at the surface of the
ottom cylinder is affected by the presence of the top cylinder
nly at small intercylinder separation distances. In fact, at close
pacing the buoyant flow promoted by the bottom cylinder cannot
enetrate completely the narrow space between the cylinders. The
maller is the spacing and/or the Rayleigh number, the weaker is
he penetration strength of the flow between the cylinders, which
eads to an enlargement of the stagnation region at the rear of the
ottom cylinder, and thus to a degradation in its Nusselt number
u1.
In contrast, the heat transfer performance of the top cylinder is

Table 1 Comparison of the present solutions
single cylinder with the benchmark solutions

Ra 	=0 deg 	=30 deg 	=60 d

103 Present 3.789 3.755 3.640
Saitoh et al. �17� 3.813 3.772 3.640

104 Present 5.986 5.931 5.756
Saitoh et al. �17� 5.995 5.935 5.750

105 Present 9.694 9.595 9.297
Saitoh et al. �17� 9.675 9.577 9.278

Table 2 Comparison of the present solutions
cylinder in a two-cylinder vertical array with t

Two-cylinder vertical array at Ra=8.5�104

Bottom cylinder Present
Tokura et al. �5�

Top cylinder Present
Tokura et al. �5�

Whole array Present
Tokura et al. �5�
52501-4 / Vol. 130, MAY 2008
always affected by the presence of the bottom cylinder, showing
either an enhancement or a degradation with respect to the case of
the single cylinder depending mainly on the cylinder spacing. In
fact, two opposite effects, which originate from the warm plume
spawned by the bottom cylinder, must be taken into due account.
On one side, the hot buoyant flow from the bottom cylinder acts
as a forced convection field wherein the top cylinder is embedded.
On the other side, the upward-moving warm plume causes a de-
crease in the temperature difference between the surface of the top
cylinder and the adjacent fluid. The first effect, which tends to
increase the heat transfer rate at the top cylinder, prevails at large
spacings. The second effect, which instead tends to decrease the
heat transfer rate, is of major importance at close spacings. This
may be explained through the theoretical results obtained by
Gebhart et al. �19�, who demonstrated that for a plume above a
horizontal line source, the centerline temperature decreases as the
inverse of the three-fifths power of the distance above the source,
while the centerline velocity increases as the fifth power of the
distance above the source. Hence, from a given distance, the ve-
locity effect outweighs the temperature effect, which leads to the
cited enhancement of the Nusselt number Nu2 of the top cylinder
at large separation distances.

Finally, it seems worth observing that the relative heat transfer
performance increases with Ra much more for the top cylinder
than for the bottom cylinder. Furthermore, as mentioned above,
Nu1 /Nu0 does not depend on the Rayleigh number at large spac-
ings, as the bottom cylinder is not affected by the presence of the
top cylinder, and its thermal performance is substantially identical
to that for a single cylinder.

Local solutions are presented in Fig. 7, where equispaced iso-
therm lines are plotted at, e.g., Ra=105 and S /D=1.6 �typical for
close cylinder spacings� and 3 �typical for larger cylinder
spacings�.

The results obtained for Nu1, Nu2, and Nu may be expressed
through the following correlating equations:

r the local and average Nusselt number of a
Saitoh et al. †17‡

Nu0�	�

Nu0	=90 deg 	=120 deg 	=150 deg 	=180 deg

3.376 2.841 1.958 1.210 3.023
3.374 2.866 1.975 1.218 3.024

5.406 4.716 3.293 1.532 4.819
5.410 4.764 3.308 1.534 4.826

8.749 7.871 5.848 1.989 7.886
8.765 7.946 5.891 1.987 7.898

the average Nusselt number of any individual
experimental data of Tokura et al. †5‡

Nu /Nu0

/D=1.1 S /D=1.3 S /D=1.5 S /D=2

0.908 0.965 0.996 1.008
0.890 0.940 1.000 1.010

0.614 0.661 0.726 0.853
0.610 0.680 0.740 0.870

0.761 0.813 0.861 0.930
0.750 0.810 0.870 0.940
fo
of

eg
for
he

S
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Nu1 = 0.687 + 0.42Ra0.25 tanh� �S/D�Ra0.134

5.76
+ 0.84� �12�

or 103�Ra�107 and 1.4�S /D�10, with a 1.28% standard de-
iation of error and a range of error from −1.6% to +2.3% with a
5% level of confidence;

Nu2 = Ra0.25	0.38 ln� �S/D�0.4

1.866
� + 0.508
 �13�

or 103�Ra�107 and 1.4�S /D�10, with a 4.33% standard de-
iation of error and a range of error from −7.6% to +6.6% with a
5% level of confidence;

able 3 Comparison of the present solutions for the average
usselt number of the top cylinder of a pair of misaligned cyl-

nders with the experimental data of Sparrow and Boessneck
9‡

a S /D � �deg�

Nu /Nu0

Sparrow and
Boessneck �9� Present

�104 2.0 0 0.84 0.86
2.1 14 0.93 0.94
2.2 27 1.04 1.03
5.0 0 1.13 1.16
5.1 11 1.04 1.04
5.4 22 1.03 1.04

�105 2.0 0 0.85 0.88
2.1 14 0.93 0.96
2.2 27 1.03 1.04
5.0 0 1.18 1.18
5.1 11 1.04 1.04
5.4 22 1.03 1.04

�105 2.0 0 0.87 0.90
2.1 14 0.94 0.97
2.2 27 1.03 1.04
5.0 0 1.21 1.20
5.1 11 1.04 1.05
5.4 22 1.03 1.04

ig. 3 Distribution of the average Nusselt number Nu0 versus

he Rayleigh number Ra for the single cylinder

ournal of Heat Transfer
Nu = Ra0.25	0.17 ln� �S/D�0.49

1.581
� + 0.431
 �14�

for 103�Ra�107 and 1.4�S /D�10, with a 4.31% standard de-
viation of error and a range of error from −8.8% to +7.7% with a
95% level of confidence.

6.3 Heat Transfer From a Pair of Cylinders Aligned
Horizontally. The effects of the independent variables Ra and
S /D on the heat transfer rate from both cylinders when the two
cylinders are set side by side, i.e., the two-cylinder array is hori-
zontal ��=90 deg�, are pointed out in Fig. 8, where the distribu-
tions of Nu /Nu0 versus S /D are reported for different values of
the Rayleigh number �it is worth noticing that for the special case
of a horizontal array, Nu1=Nu2=Nu�.

As expected, for large cylinder spacings, the average Nusselt
number of any cylinder approaches that for a single cylinder. As
S /D decreases, Nu /Nu0 increases up to a point, and this is due to
the increased flow rate drawn between the cylinders by the “chim-
ney effect.” The S /D value corresponding to the peak of Nu /Nu0
is defined as the optimum cylinder spacing �S /D�opt. It may be
seen that the impact of the chimney effect is moderately higher at
higher values of the Rayleigh number. Moreover, the value of

Fig. 4 Distributions of the ratio Nu1/Nu0 versus S /D for the
bottom cylinder of a two-cylinder vertical array at different Ray-
leigh numbers

Fig. 5 Close-up of the distributions of Nu1/Nu0 versus S /D for
the bottom cylinder of a two-cylinder vertical array at different

Rayleigh numbers
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S /D�opt decreases with increasing Ra, which is due to the corre-
ponding decrease in the boundary layer thickness. As S /D is
urther decreased below �S /D�opt, the full merging of the two
oundary layers leads to a heat transfer decrease, which becomes
ignificantly sharp at very close spacing. In fact, as the two cyl-
nders are surrounded by a unique boundary layer, the amount of
eat transferred to the quasimotionless fluid located between them
educes drastically. In addition, the flow configuration no longer
esembles two plumes arising from individual cylinders but a
ingle plume originated by a single source. This reflects the wid-
ning of the region of the rear stagnation point for both cylinders,
hich implies a decrease in the amount of heat exchanged at their
pper surface.

Local solutions are presented in Fig. 9, where equispaced iso-
herm lines are plotted at, e.g., Ra=105 and S /D=1.4, 2 �at which

ig. 6 Distributions of the ratio Nu2/Nu0 versus S /D for the
op cylinder of a two-cylinder vertical array at different Ray-
eigh numbers

ig. 7 Isotherm contour plots for a two-cylinder vertical array
5
t Ra=10 and S /D=1.6 and 3
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the maximum of Nu takes place�, and 5.
The results obtained for �S /D�opt and the corresponding Nusselt

number Numax, as well as for Nu at any value of S /D, may be
expressed through the following correlating equations:

�S/D�opt = 3.39 − 0.267 log�Ra� �15�

for 103�Ra�107, with a 4.85% standard deviation of error and a
range of error from −7.1% to +4.3% with a 95% level of confi-
dence;

Numax = 0.635Ra0.228 �16�

for 103�Ra�107, with a 2.72% standard deviation of error and a
range of error from −3.3% to +3.6% with a 95% level of confi-
dence;

Nu = Ra0.235�0.18�S/D� + 0.49� �17�

for 103�Ra�107 and 1.4�S /D� �S /D�opt, with a 3.98% stan-
dard deviation of error and a range of error from −5.4% to +7.5%
with a 95% level of confidence;

Nu = Ra0.223�0.12e−0.6�S/D� + 0.65� �18�

for 103�Ra�107 and �S /D�opt�S /D�10, with a 2.66% stan-
dard deviation of error and a range of error from −3.8% to +3.9%
with a 95% level of confidence.

6.4 Heat Transfer From a Pair of Misaligned Cylinders.
The geometry effects on the heat transfer rate from any individual
cylinder when the two cylinders are misaligned, i.e., the two-
cylinder array is inclined �0 deg���90 deg�, are displayed in
Fig. 10, and in Figs. 11 and 12, where the distributions of
Nu1 /Nu0 versus S /D and Nu2 /Nu0 versus S /D, respectively, are
reported for different tilting angles at, e.g., Ra=105. In particular,
Fig. 11 refers to tilting angles with respect to gravity up to 15 deg,
while Fig. 12 is related to inclinations above 15 deg.

As expected, when the array is inclined, the heat transfer rate at
any cylinder surface derives from the combined contributions of
the two different types of mutual interactions occurring at �
=0 deg and at �=90 deg discussed above, i.e., the “plume effect”
and the chimney effect, respectively. As the misalignment angle �
increases from 0 deg to 90 deg, the contribution of the chimney
effect increases, while that of the plume effect decreases.

Indeed, some clarification is required. In fact, since the plume
spawned by the bottom cylinder is effective only as long as it
impinges upon the top cylinder surface, the plume effect dies out
almost abruptly as soon as the tilting angle exceeds a “critical”
value, which depends mainly on geometrical factors. This means

Fig. 8 Distributions of the ratio Nu/Nu0 versus S /D for a two-
cylinder horizontal array at different Rayleigh numbers
that the thermal behavior of the pair of cylinders may actually be
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scribed to the combined contributions of the plume effect and the
himney effect only for moderately inclined geometries, i.e., ge-
metries inclined not more than 10–15 deg, which we could name
quasivertical configurations.” In contrast, for pairs of cylinders
ith misalignments above such critical inclination angle, the mu-

ual interactions occurring between the cylinders are governed ex-
lusively by the chimney effect, which tends to make the thermal

Fig. 9 Isotherm contour plots for a two-cylin
and 5

ig. 10 Distributions of the ratio Nu1/Nu0 versus S /D for the
ottom cylinder of a two-cylinder inclined array at Ra=105 and
ifferent tilting angles in the range 0 deg<�<90 deg

ig. 11 Distributions of the ratio Nu2/Nu0 versus S /D for the
op cylinder of a two-cylinder inclined array at Ra=105 and dif-

erent tilting angles in the range 0 deg<�Ï15 deg

ournal of Heat Transfer
behavior of the bottom and top cylinders practically the same
already for inclination angles of the order of 50 deg. For this
reason, such geometries may be denoted as “quasihorizontal
configurations.”

As far as the effects of S /D and � are specifically concerned,
those related to the cylinder spacing will be examined first.

On account of what has been discussed in the section dedicated
to the horizontal configuration, the contribution of the chimney
effect implies that at any assigned tilting angle, a peak for the heat
transfer rate from any cylinder occurs. However, in many situa-
tions, the peak for the heat transfer rate from the bottom cylinder
occurs at a cylinder spacing different from that at which the peak
for the heat transfer rate from the top cylinder takes place. For this
reason, it seems more appropriate and interesting from the point
of view of the engineering applications to focus the attention on
the peak for the overall heat transfer rate from the whole cylinder
array to the surrounding fluid and determine the corresponding
optimum cylinder spacing �S /D�opt, whose distributions versus �
for two different Rayleigh numbers are reported in Fig. 13. It may
be noticed that, as for the horizontal configuration, �S /D�opt de-
creases with increasing Ra. In addition, �S /D�opt decreases with
increasing �, up to the value typical for the horizontal configura-
tion already for inclination angles of the order of 50 deg. Actually,
such decrease shows a pronounced sawtooth discontinuity, which
reflects the abrupt break off of the plume effect cited above.

The angle �* at which such discontinuity occurs is a weak
function of the Rayleigh number, which may be expressed through
the following correlating equations, as displayed in Fig. 14:

�* = 0.175 �rad� if Ra � 105 �19�

r horizontal array at Ra=105 and S /D=1.4, 2,

Fig. 12 Distributions of the ratio Nu2/Nu0 versus S /D for the
top cylinder of a two-cylinder inclined array at Ra=105 and dif-
de
ferent tilting angles in the range 15 deg<�<90 deg
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�* = 0.075Ra0.075 �rad� if Ra � 105 �20�

or 103�Ra�107, with a 0.71% standard deviation of error and a
ange of error from −0.75% to 0.87%. Note that in both Eqs. �19�
nd �20�, �* is given in radians, while in Fig. 14, the discontinuity
ngle �* is reported in degrees.

The effects of the misalignment angle will now be discussed.
Two different situations have to be considered in order to cor-

ectly take into account the dependence of the overall heat transfer
ate from the whole cylinder array on the tilting angle. In fact, as
entioned in the section dedicated to the vertical configuration,

he plume effect implies degradations in the heat transfer rate
rom the top cylinder at small separation distances and enhance-
ents at large separation distances. This means that, since the

ontribution of the plume effect decreases with increasing the tilt-
ng angle �, in the point of view of the heat transfer performance
f the top cylinder, such decrease is advantageous at close cylin-
er spacings and unfavorable at large cylinder spacings. In con-
rast, the increasing contribution of the chimney effect, which oc-
urs as the misalignment angle increases, is always propitious for
he enhancement of the heat transfer performance of both cylin-
ers. Thus, at close cylinder spacing, the positive circumstances
roduced by the increasing contribution of the chimney effect and
y the decreasing contribution of the plume effect sum up. This
eads to a distribution of Nu /Nu0, which increases with �, as
hown in Fig. 15 for, e.g., S /D=1.6 and Ra=105. On the other

Fig. 13 Distributions of „S /D…opt versus � for Ra=104 and 106

ig. 14 Distribution of the discontinuity angle �*
„in degrees…
ersus Ra
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hand, at large cylinder spacing, the positive circumstance pro-
duced by the increasing contribution of the chimney effect is
countervailed by the negative circumstance produced by the de-
creasing contribution of the plume effect. Indeed, as long as the
plume effect plays a dominant role, which occurs for very small
misalignments, i.e., for tilting angles of the cylinder array lower
than about 5 deg, the negative circumstance definitely prevails
upon the positive one, and the distribution of Nu /Nu0 decreases
significantly with increasing � up to a smooth minimum, as
shown in Fig. 15 for, e.g., S /D=6 and Ra=105.

Finally, as far as the influence of the Rayleigh number on the
heat transfer performance of the cylinder array is concerned, it is
obvious that the Nusselt number increases with increasing Ra,
owing to the increase in the buoyancy-driven flow. However, what
happens to the relative heat transfer performance is definitely
more interesting, as displayed in Fig. 16, where the distributions
of Nu /Nu0 versus S /D at Ra=103, 105, and 107 are reported for
eight different misalignment angles from 2 deg to 80 deg. It may
be noticed that for quasivertical alignments �that is, up to nearly
�=10 deg� and sufficiently large separation distances �that is,
S /D�5�, the relative heat transfer performance of the whole cyl-
inder array decreases moderately as the Rayleigh number
increases.

Local solutions are presented in Fig. 17, where equispaced iso-
therm lines are plotted at, e.g., Ra=105 and S /D=3 for different
tilting angles, so as to highlight the main physical facts described
above.

The numerical results obtained for the optimum cylinder spac-
ing �S /D�opt may be expressed through the following set of cor-
relating equations:

�S/D�opt =
0.44

tan �
+ 27.65Ra−0.236 − 0.4 �21�

for 103�Ra�107 and 0 deg����*, with a 4.25% standard de-
viation of error and a range of error from −8.6% to +8.6% with a
95% level of confidence;

�S/D�opt = 6.3 Ra−0.1 + 9.8e−3.61 tan � �22�

for 103�Ra�107 and �*���45 deg, with a 3.28% standard
deviation of error and a range of error from −5.5% to +5.2% with
a 95% level of confidence;

�S/D�opt = 1.135 + 7.4Ra−0.185 �23�

for 103�Ra�107 and 45 deg���90 deg, with a 5.18% stan-
dard deviation of error and a range of error from −6.9% to +7.8%
with a 95% level of confidence.

Fig. 15 Distributions of the ratio Nu/Nu0 versus � for Ra
=105 and S /D=1.6 and 6
The numerical results obtained for the Nusselt number Numax,
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hich corresponds to the optimum cylinder spacing �S /D�opt, may
e expressed through the following set of correlating equations:

Numax = 0.6 + �0.86 cos2.73 � − 0.386�Ra0.25 �24�

or 103�Ra�107 and 0 deg����*, with a 1.73% standard de-
iation of error and a range of error from −2.8% to +2.9% with a

Fig. 16 Distributions of the ratio Nu/Nu0 versus S
5% level of confidence;

ournal of Heat Transfer
Numax = 0.61 + 0.085 cos4 � + 0.431Ra0.25 �25�

for 103�Ra�107 and �*���90 deg, with a 1.79% standard
deviation of error and a range of error from −3.6% to +2.3% with
a 95% level of confidence.

at Ra=103, 105, and 107 and different tilting angles
/D
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The numerical results obtained for the Nusselt number Nu of
he pair of cylinders as a whole may be expressed through the
ollowing set of correlating equations:

Nu = 0.389Ra0.25�S/D�0.17 tan0.01 � �26�

or 103�Ra�107, 0 deg����*, and 1.4�S /D� �S /D�opt,
ith a 3.46% standard deviation of error and a range of error from
7.2% to +7.1% with a 95% level of confidence;

Nu = 0.72 + �0.416 +
0.0012

�S/D�1.24 tan2.3 �
�Ra0.25 �27�

or 103�Ra�107, 0 deg����*, and �S /D�opt�S /D�10, with
1.47% standard deviation of error and a range of error from

2.8% to +2.9% with a 95% level of confidence;

Nu = 0.57 + 	0.259 + 0.2� cos �

cos �*�0.01� �S/D�
�S/D�opt

�0.4
Ra0.25

�28�

or 103�Ra�107, �*���90 deg, and 1.4�S /D� �S /D�opt,
ith a 3.65% standard deviation of error and a range of error from
5.6% to +6.8% with a 95% level of confidence;

Nu = 0.71 + 0.434�sin0.02 ��� �S/D�opt

�S/D� �0.02

Ra0.25 �29�

or 103�Ra�107, �*���90 deg, and �S /D�opt�S /D�10,
ith a 0.75% standard deviation of error and a range of error from
1.4% to +1.1% with a 95% level of confidence.
The numerical results obtained for the Nusselt number of the

ottom cylinder, Nu1, for tilting angles smaller than the disconti-
uity angle �* may be expressed through the following correlat-
ng equation:

Nu1 = 0.687 + 0.42Ra0.25 tanh� �S/D�Ra0.134

5.76 cos �
+ 0.84� �30�

or 103�Ra�107 and 0 deg����*, with a 1.22% standard de-
iation of error and range of error from −1.6% to +1.5% with a
5% level of confidence.

The numerical results obtained for the Nusselt number of the
op cylinder, Nu2, for tilting angles smaller than the discontinuity
ngle �* may be expressed through the following set of correlat-
ng equations:

Nu2 =
0.28Ra0.26�S/D�0.3

cos3.04 �
�31�

or 103�Ra�107, 0 deg����*, and 1.4�S /D� �S /D�opt,
ith a 4.85% standard deviation of error and a range of error from

ig. 17 Isotherm contour plots for a two-cylinder inclined ar-
ay at Ra=105, S /D=3, and different tilting angles
8.1% to +8.3% with a 95% level of confidence;

52501-10 / Vol. 130, MAY 2008
Nu2 = 0.80 + �0.413 +
0.0015

�S/D�tan2.3 �
�Ra0.25 �32�

for 103�Ra�107, 0 deg����*, and �S /D�opt�S /D�10, with
a 2.48% standard deviation of error and a range of error from
−4.7% to +5% with a 95% level of confidence.

As far as the Nusselt numbers of the bottom and top cylinders,
Nu1 and Nu2, for tilting angles larger than the discontinuity angle
�* are concerned, they are practically the same, i.e., Nu1Nu2
Nu, which implies that Eqs. �28� and �29� may be also used for
their evaluation, with the same orders of both the standard devia-
tion and the range of error.

7 Conclusions
Free convection in air from a pair of parallel, horizontal cylin-

ders with their axes set in a plane inclined with respect to the
gravity vector has been studied numerically for the steady laminar
regime by a computer code based on the SIMPLE-C algorithm.
Simulations have been performed for center-to-center separation
distances from 1.4 up to 10 diameters, tilting angles of the two-
cylinder array from 0 deg to 90 deg, and Rayleigh numbers from
103 to 107. Heat transfer dimensionless correlating equations with
acceptable percentage values of both the standard deviation and
the range of error have been developed for any individual cylinder
and for the pair of cylinders as a whole.

The main results obtained in the present study may be summa-
rized as follows:

�a� for moderately tilted configurations, i.e., up to nearly
10–15 deg of inclination with respect to gravity, the heat
transfer rates derive from the combined contributions of
the plume effect �typical for the vertical setting� and the
chimney effect �typical for the horizontal setting�;

�b� for larger inclinations, the mutual interactions occurring
between the cylinders are governed exclusively by the
chimney effect;

�c� at any misalignment angle, an optimum cylinder spacing
for the maximum heat transfer rate, which decreases with
increasing the Rayleigh number, does exist;

�d� increases in the heat transfer performance relative to that
typical for a single cylinder up to values of the order of
10–15% may be achieved;

�e� leaving aside the quasivertical settings, whose typical
values of the optimum cylinder spacing is of the order of
8–10 cylinder diameters, it is worth to point out that for
quasihorizontal configurations, i.e., for misalignment
angles larger than 40–50 deg, increases of the order of
5–7% may be obtained with spacings of the order of
1.5–2 cylinder diameters, which is of significant rel-
evance when the compactness of the heat transfer equip-
ment is of primary importance.

Nomenclature
D � diameter of the cylinders
g � gravity vector
g � gravitational acceleration
k � thermal conductivity of the fluid

Nu � average Nusselt number of the pair of
cylinders

Nu�	� � local Nusselt number
Nu0 � average Nusselt number of the single cylinder
Nu1 � average Nusselt number of the lower cylinder
Nu2 � average Nusselt number of the upper cylinder

p � dimensionless pressure
Pr � Prandtl number=� /�
Q � heat transfer rate

q � heat flux
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r � dimensionless radial coordinate normalized
with D

Ra � Rayleigh number based on the cylinder
diameter=g��tw− t��D3 /��

S � center-to-center separation distance
T � dimensionless temperature
t � temperature

U � dimensionless radial or X-wise velocity
component

V � dimensionless velocity vector
V � dimensionless tangential or Y-wise velocity

component
X, Y � dimensionless Cartesian coordinates normal-

ized with D

reek Symbols
� � thermal diffusivity of the fluid
� � coefficient of volumetric thermal expansion of

the fluid
� � tilting angle of the two-cylinder array
� � kinematic viscosity of the fluid
	 � dimensionless polar coordinate
� � density of the fluid

ubscripts
i � ith cylinder

opt � optimum value
max � maximum value

w � cylinder surface
� � undisturbed fluid
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Natural Convection Heat Transfer
in a Partially Open Square Cavity
With a Thin Fin Attached to the
Hot Wall
A computational study of steady, laminar, natural convective fluid flow in a partially open
square enclosure with a highly conductive thin fin of arbitrary length attached to the hot
wall at various levels is considered. The horizontal walls and the partially open vertical
wall are adiabatic while the vertical wall facing the partial opening is isothermally hot.
The current work investigates the flow modification due to the (a) attachment of a highly
conductive thin fin of length equal to 20%, 35%, or 50% of the enclosure width, attached
to the hot wall at different heights, and (b) variation of the size and height of the aperture
located on the vertical wall facing the hot wall. Furthermore, the study examines the
impact of Rayleigh number �104�Ra�107� and inclination of the enclosure. The prob-
lem is put into dimensionless formulation and solved numerically by means of the finite-
volume method. The results show that the presence of the fin has counteracting effects on
flow and temperature fields. These effects are dependent, in a complex way, on the fin
level and length, aperture altitude and size, cavity inclination angle, and Rayleigh num-
ber. In general, Nusselt number is directly related to aperture altitude and size. However,
after reaching a peak Nusselt number, Nusselt number may decrease slightly if the aper-
ture’s size increases further. The impact of aperture altitude diminishes for large aperture
sizes because the geometrical differences decrease. Furthermore, a longer fin causes
higher rate of heat transfer to the fluid, although the equivalent finless cavity may have
higher heat transfer rate. In general, the volumetric flow rate and the rate of heat loss
from the hot surfaces are interrelated and are increasing functions of Rayleigh number.
The relationship between Nusselt number and the inclination angle is nonlinear.
�DOI: 10.1115/1.2885166�

Keywords: natural convection, laminar flow, square enclosure, partially open cavity,
thin fin
ntroduction
The study of natural convection in open cavities has been the

ubject of many experimental and numerical investigations during
he past two decades. This is due to its importance in several
hermal engineering problems, such as the design of electronic
evices and open cavity solar thermal receivers. These investiga-
ions have been motivated by recent advances in electronics tech-
ology and the need for efficient cooling techniques. Natural con-
ection is favored for cooling of electronic devices because it is
heap, inherently reliable, simple, and quiet. Papers published in
he archival literature have investigated the effect on flow and heat
ransfer for different Rayleigh numbers, aspect ratios, and tilt
ngles. Also, these works studied the occurrence of transition and
urbulence and how the boundary conditions in the aperture are
onsidered.

Various authors experimentally studied natural convection in
pen cavities. For example, Bejan and Kimura �1� performed ex-
erimental investigations in order to validate their theoretical
tudy of free convection penetration into a rectangular cavity.
hey demonstrated that the flow consists of a horizontal counter-
ow, which penetrates the cavity over a distinct length. Hess and
enze �2� determined the characteristics of two- and three-
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Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 19, 2006; final manuscript
eceived August 25, 2007; published online April 10, 2008. Review conducted by

ay M. Khodadadi.

ournal of Heat Transfer Copyright © 20
dimensional natural convection flows in constrained and uncon-
strained cavities by means of dye flow visualization. The aperture
was centrally located and had a dimensionless size of 0.5, and the
Rayleigh number �Ra� ranging from 107 to 1011 in the laminar and
turbulent regimes. Chan and Tien �3� experimentally investigated
the effect of an open boundary on steady laminar, natural convec-
tion in a horizontal fully open rectangular cavity with an aspect
ratio of 0.143, with water as the working fluid, and Rayleigh
number ranging from 106 to 107. Chakroun �4� performed an ex-
perimental investigation to study the effect of wall conditions as
well as its tilt angle on heat transfer for a fully open tilted cavity.
His study contains seven different wall configurations over an
inclination angle �measured from the vertical direction� range
from −90 deg to +90 deg. It was concluded that the tilt angle,
wall configuration, and number of hot walls are all factors that
strongly affect the natural convection inside the fully open cavity.
Rojas and Avila �5� analyzed, both numerically and experimen-
tally, transient natural convection in an open cavity with one in-
clined wall that is heated in such a way that the wall temperature
increases uniformly according to a hyperbolic tangent function.

Others studied theoretically laminar, natural convection heat
transfer in fully open cavities. Le Quere et al. �6� investigated
thermally driven laminar natural convection in inclined rectangu-
lar enclosures with three isothermal sides and covered a Grashof
number range from 104 to 107. Penot �7� analyzed a similar prob-
lem using stream function-vorticity formulation in order to study
the effects of Grashof number and inclination of the cavity on

flow characteristics. Unsteady solutions were observed for

MAY 2008, Vol. 130 / 052502-108 by ASME



G
w
a
s
c
t
s
s
c
r
b
b
w
s
l
c
s
v
a
t
t
a
o
f
w
a
t
d
0
f
c
r
n
p
r
m
s
c
i
l

fi
d
a
e
t
A
w
p

e
m
a
t
t

M

i
c
i
b
v
v
a
e
e
K
a

0

rashof number larger than 105 and cavity aperture facing up-
ard. Chan and Tien �3� tested the validity of approximate bound-

ry conditions at the opening for a computational domain re-
tricted to the cavity instead of using an extended domain. They
oncluded that for a square open cavity having an isothermal ver-
ical side facing the opening and two adiabatic horizontal sides,
atisfactory heat transfer results could be obtained by the re-
tricted domain. Mohamad �8� presented the numerical results for
avities similar to those considered by Chan and Tien �3� over Ra
ange from 103 to 107, but he employed different approximate
oundary conditions at the opening plane by setting gradients of
oth velocity components to zero. It was found that heat transfer
as not sensitive to the inclination angle and the flow was un-

table at high Rayleigh numbers and small inclination angles. Po-
at and Bilgen �9� numerically studied inclined fully open shallow
avities in which the side facing the opening was heated by con-
tant heat flux, and two adjoining walls being adiabatic over Ra
alues ranging from 103 to 1010. The opening was in contact with
reservoir at constant temperature and pressure, and the compu-

ational domain was restricted to the cavity. They concluded that
he inclination angle of the hot plate is an important parameter
ffecting volumetric flow rate and heat transfer. Unlike the previ-
us studies, Miyamoto et al. �10� numerically studied partially and
ully open square cavities. All three solid walls of the cavities
ere isothermal and various inclination angles were considered

nd an extended computational domain was used. In the case of
he partially open cavity, the aperture was centrally located and its
imensionless size was 0.5. Their Rayleigh number ranged from
.7 to 7�105 for horizontal cavities and from 7�103 to 7�104

or inclined cavities. They clarified the effects of an aperture and
avity orientation, with respect to the direction of gravity, on natu-
al convection heat transfer in the cavity. Bilgen and Oztop �11�
umerically analyzed heat transfer by natural convection within a
artially open inclined cavity by employing a computation domain
estricted to the cavity. The wall facing the opening was isother-
ally heated while the remaining walls were adiabatic. Their

tudy covered a Rayleigh number range from 103 to 106. They
oncluded that the volumetric flow rate and Nusselt number to be
ncreasing functions of Rayleigh number and aperture size and
ocation.

Modification of heat transfer in cavities due to the presence of
ns attached to cavity walls has received attention in recent years
ue to the many possible practical applications. Some of these
pplications can be found in solar collectors, nuclear reactors, heat
xchangers, and electronic equipment. Heat transfer rate through
he enclosure may be controlled by altering fin configuration �12�.

full literature review on heat transfer by natural convection
ithin cavities with a thin fin attached to one of the cavity walls is
resented by Ben-Nakhi and Chamkha �13�.

The objective of the work presented in this paper is to study the
ffects of attaching a perfectly conductive thin fin to the isother-
ally hot wall of the cavity considered by Bilgen and Oztop �11�,

s shown in Fig. 1. The scope of the current work is to investigate
he effects of the thin fin length and level for different combina-
ions of the aperture size and altitude, and enclosure tilt angles.

athematical Model
Consider steady laminar, two-dimensional, natural convection

nside a partially open square enclosure in the presence of a highly
onductive thin fin of arbitrary length c attached to a vertical
sothermally heated wall at arbitrary height b from the enclosure
ase, as shown in Fig. 1. The thickness of the fin is assumed to be
ery small compared to the computational grid size. The other
ertical wall contains a partial opening �aperture� whose size is h
nd its centerline is at an altitude d from the enclosure base. The
nergy from the hot surfaces is dissipated by convection of ambi-
nt fluid at T� through the opening. As explained by Shi and
hodadadi �12�, a special coordinate system s along the walls is
dopted with its origin at x=0 and y=L, as shown by the dotted

52502-2 / Vol. 130, MAY 2008
line in Fig. 1. The fluid is assumed to be incompressible, viscous,
Newtonian, and having constant thermophysical properties.

The governing equations for this problem are based on the bal-
ance laws of mass, momentum, and energy. Although the current
study is concerned with steady state behavior, a transient math-
ematical model is employed in order to accommodate the nonlin-
earities of the problem. Taking into account the assumptions men-
tioned above, and applying the Boussinesq approximation for the
body force terms in the momentum equations, the governing equa-
tions for the fluid region of the domain can be written in dimen-
sionless formulation as

�U

�X
+

�V

�Y
= 0 �1�

�U

��
+ U

�U

�X
+ V

�U

�Y
= −

�P

�X
+ Pr� �2U

�X2 +
�2U

�Y2 � + Ra Pr � cos �

�2�

�V

��
+ U

�V

�X
+ V

�V

�Y
= −

�P

�Y
+ Pr� �2V

�X2 +
�2V

�Y2� + Ra Pr � sin �

�3�

��

��
+ U

��

�X
+ V

��

�Y
= � �2�

�X2 +
�2�

�Y2� �4�

In writing Eqs. �1�–�4�, the following dimensionless parameters
and definitions are used:

X =
x

L
, Y =

y

L
, U = u

L

�
, V = v

L

�
, P =

�p − pa�L2

��2 ,

�5�

� = �
t

L2 , Pr =
	

�
, � =

�T − Ta�
�Th − Ta�

, Ra =
g
�Th − Ta�L3

�	

where the dimensionless parameters appearing in the above equa-
tions are given in the Nomenclature.

Motionless fluid �i.e., U=V=0�, P=0, and cold isothermal state
�i.e., �=0� are assumed as the initial condition �i.e., �=0�. The
boundary conditions can be written as follows:

On all solid surfaces,

U = V = 0,
�P

�N
= 0 �6a�

L

ε

c

L

s

y

x

g

0
x
T
=

∂
∂

0
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=

∂
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Fig. 1 Schematic diagram and coordinate system for a par-
tially open square enclosure with thin fin
On the hot wall and thin fin,
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� = 1 �6b�
n the horizontal walls,

� ��

�Y
� = 0 �6c�

n the partially open wall,

� ��

�X
� = 0 �6d�

n the opening,

P = 0,
�V

�X
= 0,

�U

�X
= −

�V

�Y
, � ��

�X
�

out
= 0, �in = 0 �6e�

he stream function can be defined as

v = −
��

�x
, u =

��

�y
, � =

�

�
�7�

he local, total, and average Nusselt numbers �Nu, Nut, and Nu,
espectively� for the hot surfaces �i.e., left wall and both sides of
he thin fin� are given by

Nu = − � ��

�N
�

N=0
�8a�

Nut =�
0

Z

Nu dS, Z = 1 + 2C �8b�

Nu =
1

Z�0

Z

Nu dS =
Nut

Z
, Z = 1 + 2C �8c�

here S=s /L and s is a coordinate adopted for distance along the
ot solid-fluid interfaces and N=n /L, where n is the local distance
ormal to the s axis.

The dimensionless volumetric flow rate V̇ is calculated by

V̇ =�
X=1

UindY, Uin = �− UX=1 if UX=1  0

0 if UX=1 � 0
	 �9�

umerical Algorithm
The governing equations �1�–�4� of laminar two-dimensional

atural convection heat transfer in the partially open square enclo-
ure with thin fin, shown in Fig. 1, were discretized using the
econd-order upwind scheme for the convection terms and by em-
loying the SIMPLEC pressure correction algorithm �14�. The re-
ulting algebraic equations were solved by utilizing the alternating
irection implicit �ADI� control volume method presented by Pa-
ankar �15� along with under-relaxation factors for temperature,
ressure, and velocities. Steady state results were reached for all
ases considered in the current paper. The convergence criterion
mployed for each time step �ts and the convergence criterion
mployed to reach the steady-state solution �ss were the standard
elative error, which is based on the maximum norm given by

�ts = max� 
iP − i−1P
�


iP
�

,

i� − i−1�
�


i�
�

,

iU − i−1U
�


iU
�

,

iV − i−1V
�


iV
�
	

� 10−8 �10a�

�ss = max� 
 jNut − j−1Nut
�


 jNut
�

,

 j�� − j−1��
�


 j��
�
	 � 10−6

�10b�

here the operator 
�
� indicates the maximum absolute value of
he variable over all grid points in the computational domain. The

ndices i and i−1 represent the current and previous iterations,

ournal of Heat Transfer
respectively, within each time step. The indices j and j−1 repre-
sent the current and preceding time steps, respectively, during
simulation time.

Since different sizes and locations for the thin fin and aperture
are considered in the current study, a uniform structured grid of
quadrilateral mesh elements was employed in order to minimize
truncation error differences between different cases. Grid tests
were conducted to ensure that the results were independent of grid
resolution by monitoring the average Nusselt number at the hot
surfaces and the flow rate at the aperture. Grid convergence was
studied for several cases with grid density from 30�30 to 200
�200 at Ra=105. Grid independence was achieved with grid den-
sity of 100�100 within 1.8% in Nusselt number and 3.7% in
volumetric flow rate with respect to the results obtained with a
200�200 mesh. The mesh quality of the numerical model
adopted in the current study was evaluated by analyzing the aspect
ratio, the equiangle skew, and the equisize skew of each cell
within the domain �16�. Since a uniform structured mesh was
implemented in the current work, the aspect ratio, equiangle skew,
and equisize skew indices have ideal values, namely, 1.0, 0.0, and
0.0, respectively. However, a uniform mesh was not possible for
all cases considered in the current study. This is because, in some
cases, the uniform mesh grids do not align with the aperture’s
edges. For such cases, some of the mesh lines were slightly
moved, to coincide with the aperture’s edges, in a way that en-
sured the deviations of the mesh quality indices from their ideal
values to be minimal. In general, the requirements for high quality
meshes are satisfied in all cases considered in the current paper. In
order to reduce round-off errors, double precision computation
was employed in the analysis.

The accuracy of the numerical scheme was assessed by apply-
ing it to a case studied by Shi and Khodadadi �12�, who consid-
ered a cavity configuration similar to that being considered in this
paper but without the opening, and good agreement was observed
and reported elsewhere �13�. Another test was performed by using
the numerical scheme to study cases considered by Bilgen and
Oztop �11�. They numerically studied laminar natural convection
in a cavity similar to that considered in the current work but
without the thin fin. Excellent agreement was achieved as can be
seen from the streamline and temperature contours in Fig. 2 for
different Ra and � values. Furthermore, in order to examine the
validity of the boundary conditions employed in the current study
at the aperture when a fin is attached at the hot surface, the results
of the extended domain were compared with those for the limited
domain. The configurations of the extended and limited domains
are similar to those defined by Chan and Tien �3� except that Ra
=105 and a thin fin �with B=0.5 and C=0.5� is attached to the left
wall. The results are presented in Fig. 3 and show good agree-
ment. These favorable comparisons lend confidence in the numeri-
cal results to be presented in the next section.

Results and Discussion
In this section, numerical results for the streamline and tem-

perature contours for various values of the dimensionless fin
length C and dimensionless aperture altitude D are reported. In

addition, representative results for volumetric flow rate V̇ and lo-
cal, average, and total Nusselt numbers �Nu, Nu, and Nut� at vari-
ous configurations are presented and discussed. All results are
computed for Prandtl number Pr=0.7.

Figures 4–6 present steady-state contour plots of the streamline
and temperature for various values of thin fin length �C
=0.0,0.2,0.35,0.5�, Rayleigh number Ra=105, aperture size H
=0.25, and three different aperture altitudes D, namely, high, cen-
tral, and low, respectively. In the absence of the thin fin, a
clockwise-rotating vortex is formed, as shown in Figs. 4–6. This
is because of the rise of the fluid due to the buoyancy effects
produced by heating from the left wall of the enclosure. The warm

fluid is discharged from the upper section of the aperture and the
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old fluid is entrained from the lower part of the aperture. The size
f exit and entrance sections of the fluid at the aperture can be
bserved by referring to the streamline contours. In general, the
resence of a perfectly conductive fin attached to the hot wall of
he enclosure has counteracting effects on the flow and tempera-

ψ θ

Extended domain, Nut = 7.08, V = 19.26&

Limited domain, Nut = 7.10, = 19.43V&

ig. 3 Comparison of results from extended and limited do-
ains for B=0.5, C=0.5, H=1.0, �=90 deg, Pr=0.7, and Ra

5

ig. 2 Comparison of stream functions and isotherms with
hose of Bilgen and Oztop †11‡
10

52502-4 / Vol. 130, MAY 2008
ture fields. The attachment of the fin strengthens the driving po-
tential for natural convection by increasing the area of heat trans-
fer into the fluid, while the existence of the fin tends to create a
blockage to flow movement close to the hot wall, causing a weak-
ening of the primary vortex. By comparing the cases shown in
Figs. 4–6, it can be seen that the presence of a fin at B=0.5
redirects the flow and weakens the fluid speed within the area
above the fin. This can be seen by observing the intensity of
streamline and temperature contours. These contour plots indicate
that longer fins have more significant effects on flow and tempera-
ture fields. On the other hand, Figs. 4–6 show that higher aperture
�i.e., greater D� produces higher heat transfer rates between the
hot surfaces �i.e., left side of the enclosure and both sides of the
fin� and the fluid �Nut�. This is because the fluid that is exiting
from the cavity is warm, hence tends to rise. In other words, in an
enclosure with lower aperture, the warm fluid should be pushed
downward against the buoyancy effects for a longer distance,
hence causing more obstruction to the natural convection. Nut is
directly related to D for the four fin lengths considered in the
current paper �i.e., C=0.0,0.2,0.35,0.5�. Beside Nut values and
the contour plots of streamlines and temperature, Figs. 4–6
present the values of the dimensionless stream function strength

Fig. 4 Effects of C on the contour maps of the streamlines and
isotherms for B=0.5, D=0.875, H=0.25, �=90 deg, and Ra=105
�� and the dimensionless volumetric flow rate into the cavity

Transactions of the ASME



t
c
f
f

a
v
e

r
T
d
I
a

c

D
a
a
=
w
�
d

F
i

J

hrough the aperture V̇. These two variables are of great signifi-
ance not only because they help in envisioning the fluid flow
eatures but also because they are normally directly related to Nut
or a given problem configuration. While results show that higher

perture is associated with higher �� and V̇ values, these two
ariables are related to fin length C in a complex manner. For
xample, in a central aperture cavity, increasing C within the

ange of 0.2–0.5 intensifies �� despite the associated drop in V̇.
his is because fin length together with aperture altitude and size
elineates the area available for the circulation of the main vortex.
n other words, the increase in �� due to the reduction in the
vailable area for main vortex circulation is greater than the de-

rease in �� due to the drop in V̇.
Figure 7 illustrates the effects of dimensionless aperture altitude
and dimensionless fin length C on the local Nusselt number Nu

t the hot wall including both sides of the fin for dimensionless fin
ltitude B=0.5, dimensionless aperture size H=0.25, and Ra
105. The upper section of the hot wall is defined by 0�S�0.5,
hile the lower section of the wall is defined by 0.5+2C�S
1.0+2C. Similarly, the upper and lower parts of the fin are

ig. 5 Effects of C on the contour maps of the streamlines and
sotherms for B=0.5, D=0.5, H=0.25, �=90 deg, and Ra=105
efined by 0.5S�0.5+C and 0.5+C�S0.5+2C, respec-

ournal of Heat Transfer
tively. In the absence of the thin fin, the local Nusselt number Nu
increases as the dimensionless distance S increases, with a slight
drop close to the lower insulated wall of the enclosure. However,
in the presence of a fin, the local Nusselt number exhibits a sharp
reduction at the location of the wall/fin intersection, where it be-
comes a minimum due to the flow stagnation. In principle, the
attachment of a fin in the middle of the hot wall always reduces
the local Nusselt number for the hot wall by an amount that is
inversely related to the fin length C. As mentioned before, this is
due to the fact that the fin blocks the flow near the hot wall. The
relationship between the local Nusselt number and C is more
complex for the fin surfaces. The peak value of Nu, which occurs
at the fin tip, is inversely related to C, whereas Nut, which is the
area under Nu curve, for the fin is directly related to C. Further-
more, heat transfer at the lower surface of the fin is higher than
that at the upper surface of the fin by a ratio directly dependent on
C. Figure 7 also shows that the lowest thermal performance �i.e.,
small Nu and Nut� is associated with the low aperture. Further-
more, the best thermal performance is associated with the high

Fig. 6 Effects of C on the contour maps of the streamlines and
isotherms for B=0.5, D=0.125, H=0.25, �=90 deg, and Ra=105
aperture, although the central aperture produces higher Nu values

MAY 2008, Vol. 130 / 052502-5
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t the lower segment of the left wall compared to the high aper-
ure. These observations are in agreement with Nut values re-
orted in Figs. 4–6.

Figure 8 presents the contour maps of the streamlines and iso-
herms for B=0.5, C=0.35, for the high aperture with various
izes �H=0.50, 0.75, and 1.00�. The contour maps of the stream-
ines and isotherms for the high aperture with H=0.25 are shown
n Fig. 4. By comparing the contour maps and the monitored
ariables, it can be concluded that increasing H enhances heat loss
rom the hot surfaces until the peak in the Nut value is reached,

ig. 7 Effects of C and D on the local Nusselt number at the
ot wall and fin for B=0.5, H=0.25, �=90 deg, and Ra=105
fter which increasing H value causes small decrease in Nut value.

52502-6 / Vol. 130, MAY 2008
The H value at which Nut profile peaks depend on case configu-
ration, such as C and Ra values. For the cases considered in Fig.
8, the peak Nut value occurs at 0.25H0.75. Identifying H
values corresponding to peak Nut value is beyond the scope of the
current work. It is clearly observed from Fig. 8 that increasing H
from 0.25 to 0.5 improved Nut by allowing higher volumetric flow

rate V̇. However, Nut for H=0.75 is slightly less than that for H

=0.5 although V̇ for H=0.75 is slightly higher than that for H

=0.5. Furthermore, by increasing H from 0.75 to 1.0, both V̇ and
the speed of the fluid near the hot surfaces decrease, hence Nut
decreases. It is clear that the relation between H and Nut is com-
plex. This is because the relationship between H and the local
Nusselt number Nu is space dependent. That is to say, increasing
the size of an aperture may improve Nu at some segments of the
hot surfaces, but this can be at the expense of degrading Nu at
other segments of the hot surfaces. For example, Nu at the upper
half of the left wall for H=0.5 is higher �i.e., the temperature
contours are more packed in the nearby area� than that for H
=0.25, whereas Nu at the lower half of the left wall for H=0.5 is
lower than that for H=0.25.

Figure 9 shows the influence of the dimensionless fin length C
and dimensionless aperture altitude D and size H on the average
Nusselt number at the hot surfaces Nu for B=0.5 and Ra=105. It
is easily observed that C, D, and H have significant effects on Nu.
In general, the dependence of Nu on C and D decreases as H
value increases because the geometrical differences lessen as the
aperture size increases. On the whole, the average Nusselt number
Nu increases as the aperture altitude is increased. However, the
increase in Nu due to raising the aperture from the low to the

Fig. 8 Effects of H on the contour maps of the streamlines and
isotherms for high aperture, B=0.5, C=0.35, �=90 deg, and
Ra=105
central level is greater than that between the central and high
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ltitudes. This may be because of the guidance effect of the cen-
rally positioned fin �i.e., B=0.5�, which improves Nu for cavities
ith central apertures. On the other hand, the average Nusselt
umber tends to increase appreciably as the fin length decreases.
ider apertures have stronger inverse relationships between Nu

nd C. This does not mean that increasing fin length will reduce
he rate of heat transfer from the hot surfaces to the fluid. This fact
s demonstrated in Fig. 10, which presents the effects of C, D, and

on the total Nusselt number for the hot surfaces Nut. Cavities
ith longer fins have higher Nut value for all combinations of D

nd H considered in this figure. However, finless cavity may have
igher Nut value than that for a cavity with a fin depending on the
ombination of C, D, and H values. Furthermore, a finless cavity
ith wider aperture has higher Nut value regardless of the aper-

ure altitude. The only exception is the finless cavity with high
perture and H=0.5, for which Nut value is greater than that for
=0.75. The values of Nut for the three finless cavities �i.e., high,

entral, and low� with aperture size H=0.75 are approximately
qual because the effect of aperture altitude D diminishes at H
0.75, as shown in Fig. 9. Hence, Nut value for the finless cavity
ith high aperture and H=0.75 is reasonable. The reason for the

wkward Nut value for the finless cavity with high aperture and
=0.5 is that a strong vortex ���=53.92� is created at the center

f the cavity causing high volumetric flow rate through the open-

ng �V̇=20.48� and very high flow speed ��=−3.6� near the hot
all.
The impact of fin level B on Nut is presented in Fig. 11 for a

entral aperture �D=0.5�, �=90 deg, Ra=105, and various values
f fin length �C=0.0,0.2,0.35,0.5� and aperture size �H
0.25,0.5,0.75�. The graph for a central fin is presented in Fig.
0. The results show that the fin level B is a factor that strongly
ffects Nut. For a cavity with a central aperture, the lowest Nut
alue is associated with B=0.5 among the levels considered in the
urrent work, whereas the highest Nut value usually occurs at B
0.75. This is because the high fin heats up the flowing fluid after
aving been warmed by about 75% of the hot wall, whereas for
he other two fin levels the fluid is in contact with shorter segment
f the hot wall prior to reaching the fin, and a large portion of the
uid is being heated up and forced upward before reaching the
egment of the hot wall past the fin. The only exception for the
eak value of Nut is when C=0.2 and H=0.75 as the highest Nut
alue occurs at B=0.25. This is because, for that configuration,
he fin is not sufficiently long to drive the flow away from the hot
all beyond it, while the fluid entering through the aperture
ushes the fluid, passing around the fin, toward the hot wall. In
ddition, the buoyancy force, produced by the fin and the hot wall
receding it, is not strong enough to drive the fluid upward before

ig. 9 Nu as a function of C, D, and H for B=0.5, �=90 deg,
nd Ra=105
eaching the remaining segment of the hot wall. For the configu-

ournal of Heat Transfer
rations included in Fig. 11, the lowest Nut value occurs at B
=0.5, C=0.2, and H=0.25, while the highest Nut value occurs at
B=0.75, C=0.35, and H=0.5.

The effects of Rayleigh number Ra on the average Nusselt
number at the hot surfaces Nu and volumetric flow rate through

the aperture V̇ are presented in Fig. 12 for B=0.5, C=0.35, D

Fig. 10 Nut as a function of C, D, and H for B=0.5, �=90 deg,
and Ra=105
=0.5 �central aperture�, H=0.5, and �=90 deg. As expected, both

MAY 2008, Vol. 130 / 052502-7
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u and V̇ increase as Ra increases and the degree of dependence

ncreases as Ra increases. Furthermore, Nu and V̇ curves show
hat they are interrelated.

Figure 13 illustrates the dependence of Nu and V̇ on the incli-
ation angle of the hot wall from the horizontal � for B=0.5, C

0.35, D=0.5, H=0.5, and Ra=105. Both Nu and V̇ increase rap-

ig. 11 Nut as a function of B, C, and H for D=0.5, �=90 deg,
nd Ra=105

ig. 12 Effects of Ra on Nu and V̇ for B=0.5, C=0.35, D=0.5,

=0.5, and �=90 deg
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idly with increasing � from 0 deg to about 30 deg; thereafter the
rate of increase downgrades until they reach their peak value

around �=75 deg. After that, V̇ decreases steeply while Nu de-
creases gradually until roughly �=90 deg; afterwards Nu de-

creases sharply. The profiles of Nu and V̇ can be comprehended by
considering the two extreme inclination angles considered in the
current work, namely, �=0 deg and 150 deg. At �=0 deg, the hot
wall will be the bottom wall and the aperture will be within the

top wall. Both Nu and V̇ are low because the rising warm fluid
will directly repress the entrance of cold fluid. By increasing �,

the repression effect decreases, hence V̇ and Nu increase. On the
other hand, when the aperture is facing almost downward, say, at
�=150 deg, the warm fluid will face difficulty in exiting the en-

closure due to the buoyancy forces; thus V̇ and Nu will be low. By
decreasing �, this difficulty decreases.

Conclusions
Natural convection heat transfer in a partially open inclined

square enclosure in the presence of a perfectly conductive thin fin
of arbitrary length attached to the hot wall at various levels was
studied numerically. The governing equations for this investiga-
tion were put into dimensionless formulation and were solved by
the finite-volume technique. Graphical results for the streamlines
and temperature contours for various parametric conditions were
presented and discussed. Based on the findings in this study, it
was concluded that the attachment of a perfectly conductive thin
fin to the hot wall of the enclosure has counteracting effects on
flow and thermal performance of the partially open cavity. These
effects are dependent, in a complex way, on the thin fin level and
length, aperture altitude and size, cavity inclination angle, and
Rayleigh number. Although fin attachment tends to increase heat
transfer at a given Ra because of the active area added, the exis-
tence of the fin may lower thermal performance of the enclosure
because it blocks flow movement close to the hot wall and it could
direct the flow to suppress incoming cold fluid. The results also
show that a longer fin causes higher rate of heat transfer to the
fluid, although the equivalent finless cavity may have higher heat
transfer rate. On the whole, heat loss from the hot surfaces in-
creases as the aperture altitude increases. This is because apertures
positioned near the enclosure ceiling allow the outside fluid,
which is cold, to fill the enclosure and sweep the hot wall and fin
while rising due to the buoyancy effects. Moreover, heat transfer
from the hot surfaces to the fluid generally improves as the aper-
ture size increases until a peak value is reached; afterwards heat
transfer may decline slightly. The impact of aperture altitude di-

Fig. 13 Effects of � on Nu and V̇ for B=0.5, C=0.35, D=0.5,
H=0.5, and Ra=105
minishes at large aperture sizes because the geometrical differ-
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nces decrease. In general, the volumetric flow rate and the rate of
eat loss from the hot surfaces are interrelated and are increasing
unctions of Rayleigh number. The relationship between Nusselt
umber and the inclination angle is nonlinear. Generally, the in-
lination angle associated with the peak Nusselt number is away
rom both ends of the inclination range considered in this work
i.e., 0 deg and 150 deg�. This is because, at inclination angles
lose to 0 deg, the rising warm fluid will directly repress the en-
rance of cold fluid, while at inclination angles near 150 deg the
utgoing warm fluid has difficulty in exiting the cavity through a
ownward facing aperture. Depending on the application, heat
ransfer can be optimized �i.e., maximized or minimized� for a
iven Rayleigh number by selecting appropriate parameters,
amely, fin level and length, aperture altitude and size, and cavity
nclination angle.

omenclature
b � thin fin altitude from enclosure base �m�
B � dimensionless altitude of thin fin=b /L
c � thin fin length �m�
C � dimensionless length of thin fin=c /L
d � vertical distance between aperture centerline

and enclosure base �m�
D � dimensionless altitude of aperture centerline

=d /L
g � gravitational acceleration �m /s2�
h � aperture size �m�
H � dimensionless size of aperture=h /L
L � length of enclosure sides �m�
n � distance normal to s axis �m�
N � dimensionless n coordinate=n /L

Nu � local Nusselt number at hot surfaces
Nut � total Nusselt number at hot surfaces
Nu � average Nusselt number at hot surfaces
Pr � Prandtl number=	 /�
Ra � thermal Rayleigh number=g
�Th−Ta�L3 / ��	�

s � coordinate adopted for distance along enclo-
sure surfaces �m�

S � dimensionless coordinate=s /L
T � temperature �K�
u � x component of velocity �m/s�
U � dimensionless x component of velocity=uL /�
v � y component of velocity �m/s�
V � dimensionless y component of velocity=vL /�

V̇ � dimensionless volumetric flow rate into the
enclosure through the aperture

x � distance along insulated walls �m�
X � dimensionless distance along insulated walls

=x /L
y � distance normal to insulated walls �m�
Y � dimensionless distance normal to insulated
walls=y /L

ournal of Heat Transfer
Greek Symbols
� � inclination angle of the hot wall from negative

X axis �deg�
� � thermal diffusivity �m2 /s�

 � thermal expansion coefficient �1 /K�
� � kinematic viscosity �m2 /s�
� � dimensionless temperature= �T−Ta� / �Th−Ta�
� � density �kg /m3�
� � dimensionless stream function=� /�

�� � strength of dimensionless stream function
= ��max−�min�

� � stream function �m2 /s�
�2 � Laplacian operator

Subscripts
a � ambient
h � hot surfaces

in � into cavity
out � out of cavity
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Combined Effect of Temperature
Modulation and Magnetic Field
on the Onset of Convection in an
Electrically Conducting-Fluid-
Saturated Porous Medium
The effect of temperature modulation on the onset of thermal convection in an electrically
conducting fluid-saturated-porous medium, heated from below, has been studied using
linear stability analysis. The amplitudes of temperature modulation at the lower and
upper surfaces are considered to be very small. The porous medium is confined between
two horizontal walls and subjected to a vertical magnetic field; flow in porous medium is
characterized by Brinkman–Darcy model. Considering only infinitesimal disturbances,
and using perturbation procedure, the combined effect of temperature modulation and
vertical magnetic field on thermal instability has been studied. The correction in the
critical Rayleigh number is calculated as a function of frequency of modulation, Darcy
number, Darcy Chandrasekhar number, magnetic Prandtl number, and the nondimen-
sional group number �. The influence of the magnetic field is found to be stabilizing.
Furthermore, it is also found that the onset of convection can be advanced or delayed by
proper tuning of the frequency of modulation. The results of the present model have been
compared with that of Darcy model. �DOI: 10.1115/1.2885871�

Keywords: temperature modulation, rayleigh number, magnetic field, chandrasekhar
number, porous medium
Introduction
The subject of thermal instability in a porous medium under the

nfluence of an imposed magnetic field has gained momentum for
he past few decades due to its relevance and applications in en-
ineering and technology. For example, the above study is useful
n commercial production of the magnetic fluids. Other applica-
ions are in geophysics to study the earth’s core and to understand
he performance of petroleum reservoir �1�. A detailed review of

ost of the related findings has been given by Nield and Bejan
2�. Although the research field is quite interesting, only limited
iterature is available; Patil and Rudraiah �3� have studied the
roblem of setting up convection currents in a layer of viscous,
lectrically conducting fluid in the presence of a magnetic field,
sing linear and nonlinear theories, and investigated the combined
ffect of magnetic field, viscosity, and permeability on the stabil-
ty of flow through porous medium. Rudraiah and Vortmeyer �4�
ave investigated the above problem for stability of finite-
mplitude and overstable convection of a conducting fluid through
fixed porous bed. Using linear and nonlinear analysis, Rudraiah

5� has studied the problem of magnetoconvection in a sparsely
acked porous medium. Alchaar et al. �6,7� and Bian et al. �8,9�
ave also investigated the magnetoconvection in porous media for
ifferent physical models. Oldenburg et al. �10� and Borglin et al.
11� have carried out numerical and experimental investigations
n the flow of ferrofluids in porous media. Sekar et al. �12,13�
onsidered the problem of convective instability of a magnetized
errofluid in a porous medium and studied the effect of rotation on
t. Desaive et al. �14� have studied linear stability problem of

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 11, 2006; final manuscript
eceived September 18, 2007; published online April 10, 2008. Review conducted by

amal Seyed-Yagoobi.

ournal of Heat Transfer Copyright © 20
thermoconvection in a ferrofluid saturating a rotating porous layer
by considering Brinkman model and using modified Galerkin
method, and discussed both stationary and overstable convections.
Sunil et al. �15,16� have investigated the effects of rotation and
magnetic fields on thermosolutal convection in a ferromagnetic
fluid saturating a porous medium. Recently, Saravanan and
Yamaguchi �17� performed a linear analysis to study the influence
of magnetic field on the onset of centrifugal convection in a mag-
netic fluid filled porous layer placed in zero-gravity environment
and established the stability criterion. However, in most of the
above studies, uniform temperature gradient has been considered.

However, we find many practically important situations in
which temperature gradient is a function of both space and time.
For example, in solidification of metallic alloys, time-dependent
temperature gradient can be used to control the quality and struc-
ture of the resulting solid by influencing the transport process.
Therefore, we assume that the temperature gradient is a function
of both space and time, and can use it to study the effect of
temperature modulation on the onset of thermal instability. Ven-
ezian �18� was the first to study the effect of temperature modu-
lation on the onset of thermal instability in an ordinary fluid layer.
Some other studies on temperature modulation of convective flow
in an ordinary fluid layer are those of Rosenblat and Tanaka �19�,
Roppo et al. �20�, Bhadauria and Bhatia �21�, and Bhadauria �22�.
Also, the studies related to the effect of temperature modulation
on thermal instability in a porous medium are those of Chhuon
and Caltagirone �23�, Rudraiah and Malashetty �24�, Malashetty
and Basavaraja �25�, and Bhadauria �26–28�. However, to the best
of author’s knowledge, no literature is available in which com-
bined effect of both magnetic field and temperature modulation
has been investigated on thermal instability in a porous medium
considering free-free boundaries.

Therefore, the main object of the present investigation is to

study the combined effect of temperature modulation and mag-

MAY 2008, Vol. 130 / 052601-108 by ASME
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etic field on the stability of convective flow through a porous
edium considering free-free boundaries. Brinkman–Darcy
odel has been considered, and sinusoidal function is taken to
odulate the walls’ temperature. The results of the present paper

re expected to bridge the gap between the results valid for mag-
etoconvection in an ordinary fluid layer and for Darcy model,
nd have implication on convection in earth’s core.

Statement of the Problem
Consider a porous medium saturated with an electrically con-

ucting fluid and confined between two parallel horizontal walls
t z=0 and z=d. The walls are infinitely extended in the x and y
irections and are free. A constant magnetic field has been applied
n the vertical direction, and an adverse temperature gradient is

aintained across the fluid layer by heating from below. For tem-
erature modulation, we use the following externally imposed
all temperatures:

T�t� = TR +
�T

2
�1 + � cos �t� at z = 0 �2.1a�

=TR −
�T

2
�1 − � cos��t + ��� at z = d �2.1b�

Here, � represents the amplitude of modulation, which is very
mall, �T is the temperature difference, � is the modulation fre-
uency, � is the phase angle, and TR represents the reference
emperature. The fluid is supposed to be essentially incompress-
ble insofar as its density may change by thermal expansion;
herefore, for small departure from its reference temperature TR,
he fluid density under Boussinesq approximation is given by

� f = �R�1 − ��T − TR�� �2.2�

here �R is the reference density �constant� and � is the coeffi-
ient of thermal expansion. In the above considered configuration,
basic hydrostatic state is possible in which the isothermal sur-

aces are horizontal and therefore parallel to the equipotential sur-
aces of the vertical gravitational force. The basic temperature
eld Tb�z , t� satisfies the following one-dimensional unsteady dif-
usion equation:

�
�Tb

�t
= 	T

�2Tb

�z2 �2.3�

here �= ��cp�m / ��cp� f and 	T=	m / ��cp� f the effective thermal
iffusivity, while 	m is the effective thermal conductivity of the
orous medium. The equation for the pressure field, which bal-
nces the gravitational force, is not required explicitly. The solu-
ion of Eq. �2.3� subject to the boundary conditions �2.1� is given
y

Tb�z,t� = TS�z� + � Re�TO�z,t�� �2.4a�

uch that

TS�z� = TR +
�T

2
�1 −

2z

d
� �2.4b�

TO�z,t� = �a�
�e
z/d + a�− 
�e−
z/d�e−i�t �2.4c�

here


2 = − i��d2/	T and a�
� =
�T

2

e−i� − e−


e
 − e−
 �2.4d�

n Eq. �2.4a�, TS�z� is the steady temperature field, and TO is its

scillating part, while Re stands for the real part.

52601-2 / Vol. 130, MAY 2008
3 Governing Equations
The nondimensional, linear governing equations for the vertical

component of the velocity w, the temperature �, and the vertical
component of the magnetic field hz are �Appendix A� given as
follows:

��
�

�t
− VrDa�

2 + 1��2w = R�1
2� − QPrm�2� �hz

�z
� �3.1�

��
�

�t
− �2�� = − w� �Tb

�z
� �3.2�

� �

�t
− Prm�2�hz = � �w

�z
� �3.3�

where R=�g�Tkd /�	T is the Darcy Rayleigh number, Q
=mHk

2k /�R�� is the Darcy Chandrasekhar number, and Vr
=e / f is the viscosity ratio. � is a dimensionless group of
Prandtl number Pr=� /	T, Darcy number Da=K /d2, and the po-
rosity �, and is defined by

� =
Da

�Pr
�3.4�

which is nothing but the reciprocal of Vadasz number �Va
=� Pr /Da�. As pointed out by Vadasz �29�, there are many real
situations in which the value of Va is very large, i.e., � very small;
therefore, one can neglect the time-derivative term in Brinkman–
Darcy equation �3.1�. Furthermore, he points out that there are,
however, some modern porous medium applications, such as
mushy layer in solidification of binary alloys and fractured porous
medium, where the value of Va and so � may be considered of the
order unity; therefore, we retain the time-derivative term in the
present study. Furthermore, for simplicity, we assume Vr=1, that
is, the effective viscosity e is equal to the fluid viscosity  f;
however, in general it is not so. Experimentally, it has been dem-
onstrated by Givler and Altobelli �30� that the effective viscosity
is five to ten times larger than the fluid viscosity. Now, combining
Eqs. �3.1�–�3.3�, we obtain

��
�

�t
− Da�

2 + 1���
�

�t
− �2�� �

�t
− Prm�2��2w

= − R� �

�t
− Prm�2�� �Tb

�z
�1

2w� + QPrm��
�

�t
− �2��2� �2w

�z2 �
�3.5�

The temperature gradient �Tb /�z, which appears in the above
equation, can be obtained from the nondimensional form of Eq.
�2.4� as

�Tb

�z
= − 1 + �f �3.6�

where f =Re�A�
�e
z+A�−
�e−
z�e−i�t, A�
�= �
 /2���e–i�

−e−
� / �e
−e−
��, and 
2=−i��. The boundaries of a porous me-
dium can be either free or rigid. We know that under laboratory
conditions, free boundaries are less accessible to the experiments;
therefore, one has to consider the rigid boundaries. However, in
real situations like geothermal regions, the porous layer under
consideration cannot be isolated from the surrounding region to
avoid the penetration of the fluid; therefore, we have to consider
only free surfaces. The boundary conditions for the free-free and
perfect heat conducting surfaces are as follows:

� = w =
�2w

2 =
�4w

4 = ¯ = 0 at z = 0,1

�z �z
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Method of Solution
By using perturbation procedure, we seek the eigenvalues R

nd the eigenfunctions w for the system �3.5�, and the basic tem-
erature gradient �3.7� that departs from the linear profile
Tb /�z=−1 by quantities of order �, which is very small. We write
31�

�w,R� = �w0,R0� + ��w1,R1� + �2�w2,R2� + ¯ �4.1�
he above expression �4.1� was first used by Malkus and Veronis

32� in studying the effects of finite-amplitude convection in a
onvection problem. Here, w0 and R0 correspond to the unmodu-
ated system, while wi and Ri �i�1� are the corrections due to
odulation, each of wi must satisfy the boundary conditions

3.15�. The marginally stable solutions from Eq. �B1� are given by

w0
�n� = sin�n�z� �4.2�

nd

R0
�n� =

�n2�2 + a2�
a2 	��� + Da�n2�2 + a2� + 1���� + �2 + a2�

+
n2�2QPrm��� + n2�2 + a2�

�� + Prm�n2�2 + a2�� 
 �4.3�

here a= �ax
2+ay

2�1/2 is the horizontal wave number and � is the
requency of perturbation, which may be complex. The least ei-
envalue, for a fixed value of the parameters, is obtained when
=1, corresponding to

w0 = sin��z� �4.4�

p to order �2, the critical values of the Rayleigh number R and
he wave number a are calculated by the expressions

Rc = R0c + �2R2c �4.5�

ac = a0c + �2a2c �4.6�

here a0c is that value of the wave number at which R0c is mini-
um. We use a0c to calculate Rc up to order �2. It is only when

ne calculates R4c that a2c has to be taken into account. From
B25�, the expression for R2 is given as

R2 =
a2R0

2

2 Prm��2 + a2�
Re	C1�

n=1

� �An�
��2C
1n
* L*��,n�

�L��,n��2

− 4 Prm
2 ��2�

n=1

�
nBn�
�C

n
*�
�L*��,n�

�L��,n��2 
 �4.7�

here

�An�
��2 =
4n2�4�2C

��2 + �n − 1�4�4���2 + �n + 1�4�4�
�4.8�

nd “ *” denotes the complex conjugate. The constant C takes the
alues 4, 4, and 1, respectively, for Cases �a�, �b�, and �c�. The
xpressions for C1, Cn�
�, L�� ,n�, Bn�
�, and C1n are given by
qs. �B8�, �B16�, �B19�, �B21�, and �B24�, respectively.

Marginally Stable State

Stationary Convection. The marginally stable state of the sta-
ionary convection is characterized by �=0; therefore, from Eq.
4.9�, we obtain

R0c
�s� =

��2 + a2�
a2 ���2 + a2��1 + Da��2 + a2�� + Q�2� �5.1�

Calculating the values of R0c
�s� and ac

�s� for different values of
arcy Chandrasekhar number Q, we find that R0c

�s� increases on
ncreasing Q, thus showing that the effect of magnetic field is to

nhibit the convective flow in a porous medium. Furthermore, we

ournal of Heat Transfer
find that even for a small change in the value of Darcy Chan-
drasekhar number, there is a relative large change in the value of
R0c

�s�, which is not so in the case of magnetoconvection in an ordi-
nary fluid layer �Ref. �33�, p. 170�. When the value of Da is large,
we obtain the magnetoconvection results in an ordinary fluid
layer, while at small values of Da, we recover Darcy results �the
Darcy model can be obtained by deleting the Brinkman viscous
term �last term� from Eq. �A1��.

Oscillatory Convection. We consider �=�r+ i�i in Eq. �4.3�
with the possibility that the imaginary part �i would allow the
oscillatory behavior of the motion at marginally stable state. With
this in mind, we substitute �= i�i ��r=0�, where �i is real, and
find that for assigned values of a, Q, Prm, �, �, and �i, the Ray-
leigh number consists of real and imaginary parts. Since R0 has to
be real, therefore, for its imaginary part to be zero, we have

�i	����2 + a2� + ��1 + Da��2 + a2���

+
�2Q Prm�Prm � − 1���2 + a2�

�i
2 + Prm

2 ��2 + a2�2 
 = 0 �5.2�

If Q=0, then �i=0, so no overstability. Now, for overstable con-
vection �convection through oscillatory motion� to occur, we must
have the condition �i

2�0, which is possible from Eq. �5.2� only
when Prm��1 and

Q �
Prm��2 + a2��� + �� + �Da���2 + a2��

�2�1 − Prm ��
�5.3�

Subject to the above conditions, the values of the Rayleigh num-
ber and the frequency �i for the oscillations at marginal stability
are given by

R0
�o� =

��2 + a2���� Prm + Da���2 + a2� + 1�
a2 	��2 + a2��1 + � Prm�

+
�2�2Q Prm

� + �� + �Da���2 + a2�
 �5.4�

and

�i
2 =

�2Q Prm�1 − � Prm���2 + a2�
���2 + a2� + ��1 + Da��2 + a2��

− Prm
2 ��2 + a2�2 �5.5�

Let R0c
�o� and ac

�o� be the critical values of the Rayleigh number
and the corresponding wave number for overstable convection.
For simplification, we consider �=1.0 in our calculations. In Figs.
1�a� and 1�b�, we present the characteristic curves at Q=10.0 and
Q=100.0 for different values of �; the values of other parameters
are Da=0.1 and Prm=0.1. From the curves, we can clearly identify
the points where both stationary and oscillatory convections occur
simultaneously, and at these points, oscillatory solutions branch
off the stationary solution. The effect of the Darcy Chandrasekhar
number can also be seen clearly from Figs. 1�a� and 1�b�.

In Figs. 2�a� and 2�b�, we depict the neutral stability curves at
Q=10.0 and Q=100.0, respectively, for different values of Da; the
other parameters are at �=1.0, Prm=0.1. In both Figs. 2�a� and
2�b�, the results are qualitatively similar, but the values of R0 in
Fig. 2�b� are greater than those in Fig. 2�a�, which is due to the
fact that results in Fig. 2�b� correspond to a large value of Q.

We observe that for the overstable solution, the condition �i
2

�0 must be satisfied; however, it is not a sufficient condition. For
the overstable convection to occur, we require that the overstable
critical Rayleigh number should be less than the corresponding
stationary critical Rayleigh number, i.e., R0c

�o�
�R0c

�s�. Although the
curves presented in Figs. 1�a�, 1�b�, 2�a�, and 2�b� satisfy this
condition, we need to draw a more accurate stability map for
better prediction of overstable and stationary convection. There-

fore, in Fig. 3, we consider �Q, �� plane and divide the stability
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egion into different zones. We find that for the zone below the
otted line instability sets in as stationary convection, and for the
one above the continuous line instability sets in as overstable
onvection. However, for the zone below the continuous line but
bove the dotted line, both stationary and overstable solutions are
ossible but since R0c

�s�
�R0c

�o�, therefore overstable convection will
ot occur.

Results and Discussion
Now, to find the effect of temperature modulation on the onset

f thermal convection, we consider ��0 and calculate the correc-
ion in R0c, i.e., R2c. The value of R2c has been calculated in the
ollowing three cases: �a� When the walls’ temperature is modu-
ated in phase, i.e., �=0, �b� when the modulation is out of phase,
.e., �=�, and �c� when only the lower wall temperature is modu-
ated, the upper wall is held at fixed constant temperature, i.e.,
=−i�.
The results have been presented in Figs. 4–10. From the fig-

res, we observe that the value of R2c may be positive or negative.
positive value of R2c corresponds to the stabilizing effect of

emperature modulation as here the value of Rc would be greater
han R0c �Eq. �4.5��. Similarly, in the case of a negative value of

2c, we find that the value of Rc would be less than R0c; therefore,
he effect of temperature modulation is to destabilize the system
hat convection will take place at an early point. In Figs. 4–10, we
epict the variation of R2c with � at different values of the other

(a)

(b)

ig. 1 „a… The curves representing the marginal stability limit
or Q=10.0, Prm=0.1, and Da=0.1; „b… As in „a… but for Q
100.0
arameters. In the figures, we detect two special frequencies: one

52601-4 / Vol. 130, MAY 2008
corresponding to the maximum destabilizing effect of temperature
modulation, where the value of R2c is found to be most negative.
The other frequency corresponds to the maximum stabilizing ef-
fect of the modulation as R2c is positive and maximum at this
frequency. Let these frequencies, which correspond to the maxi-
mum destabilizing and maximum stabilizing effects of modula-
tion, be denoted by �1 and �2, respectively. At a very large value
of �, the value of R2c becomes zero, and therefore the effect of
modulation disappears altogether.

(a)

(b)

Fig. 2 „a… The curves representing the marginal stability limit
for Q=10.0, Prm=0.1, and �=1.0; „b… As in „a… but for Q=100.0
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Fig. 3 The stability map showing the division of the „Q, �…

plane into the zones of stationary and overstable
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First, we consider Figs. 4–6 corresponding to the in phase
odulation of the walls’ temperature. From the figures, we see

hat at �=0, the value of R2c is zero, and so the effect of modu-
ation is zero, which is also evident from the thermal conditions
2.1� that in this case, the temperature gradient �T is the same as
n the unmodulated case. In Figs. 4�a� and 4�b�, we have shown
he variation of R2c with � for different values of the Darcy Chan-
rasekhar number Q at �=1.0, Prm=1.0 and Da=0.1. From the
gusres, we find that initially when � is small, the effect of modu-

ation is also small, and destabilizing. This destabilizing effect
ncreases on increasing the value of �, and then at frequency �1,
t becomes maximum. Further increasing the value of the fre-
uency, the modulation stabilizes the system, and then at fre-
uency �2, its effect becomes maximum stabilizing. For interme-
iate values of the frequency, the effect of temperature modulation
ecreases, and finally becomes zero at large values of �. In both
igs. 4�a� and 4�b�, we find qualitative similar results. It has been
bserved in these figures that as the value of the Darcy Chan-
rasekhar number increases, there is a shift toward the right in the
requencies �1 and �2. Therefore, the range of the frequencies
orresponding to the destabilizing effect of temperature modula-
ion increases while that corresponding to the stabilizing effect of

odulation decreases. Also, it is evident from the figures that an
ncrease in the value of Q increases the magnitude of R2c.

In Fig. 5, we consider the variation of R2c with � for different
alues of Da at �=1.0, Q=25.0, and Prm=1.0. In this figures, we
nd qualitative similar results, as obtained in Figs. 4�a� and 4�b�;
owever, the effect of decreasing the value of Da is found to

(a)

(b)

ig. 4 „a…. Variation of R2c with �; �=1.0, Prm=1.0, and Da
0.1 and „b… variation of R2c with �; �=1.0, Prm=1.0, and Da
0.1
ecrease the magnitude of R2c. In Fig. 6, we depict the variation

ournal of Heat Transfer
of R2c with � for different values of the group number �; the
values of other parameters are Q=25.0, Prm=1.0, and Da=0.1.
From the figures, we see that for small values of �, the effect of
modulation is destabilizing but small. Then, for intermediate val-
ues of the frequencies �1 and �2, we get, respectively, maximum
destabilizing and stabilizing effects of temperature modulation.
Increasing the value of �, the modulation effect decreases and
finally disappears as � goes to infinity. We observe from Fig. 6
that decreasing the value of �, the magnitude of R2c decreases.

Now, we consider Figs. 7–9, which correspond to the out of
phase modulation of the walls’ temperature, and depict the varia-
tion of R2c with � for different parameters. Here, we see that at
�=0, the value of R2c is negative maximum, and so the effect of
modulation is most destabilizing, which may be due to the fact
that at �=0, the temperature gradient between the walls is
�T�1+�� greater than �T �in unmodulated case�; therefore, the
convection takes place at an early point. Furthermore, we see that
for small values of �, the effect of modulation is destabilizing, it
becomes stabilizing at some frequency, and then attains a maxi-
mum stabilization at frequency �2. The effect of modulation de-
creases on further increasing the value of �, and finally becomes
zero �R2c=0� as the frequency goes to infinity. From Figs. 7�a�
and 7�b�, we find that an increment in the value of Q increases the
magnitude of R2c, widens the range of the frequency correspond-
ing to the destabilizing effect, and shifts the frequency �2 toward
the right side. The results in Fig. 8 are qualitatively similar to
those obtained in Figs. 7�a� and 7�b�; however, the magnitude of

Fig. 5 Variation of R2c with �; �=1.0, Prm=1.0, and Q=25.0
Fig. 6 Variation of R2c with �; Q=25.0, Prm=1.0, and Da=0.1
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2c decreases on decreasing the value of the Darcy number. In
ig. 9, we observe that a decrease in the value of � first increases
nd then decreases the magnitude of R2c, also frequency �2 shifts
oward the right side.

The above results have also been calculated for case �c�, that is,
hen only lower wall’s temperature is modulated, and the upper
all is held at fixed constant temperature. Although the magnitude
f R2c in this case is found to be less than that in case �b�, the

(a)

(b)

ig. 7 „a…. Variation of R2c with �; �=1.0, Prm=1.0, and Da
0.1; „b… Variation of R2c with �; �=1.0, Prm=1.0, and Da=0.1
Fig. 8 Variation of R2c with �; �=1.0, Prm=1.0, and Q=25.0

52601-6 / Vol. 130, MAY 2008
results are qualitatively similar to that of case �b�; therefore, it
does not seem to be appropriate to present these results again.

We know that when the frequency of modulation is small, the
effect of modulation is felt throughout the porous layer. Also, the
temperature profile consists of the steady straight-line section plus
a parabolic profile that oscillates with time. As the amplitude of
the modulation increases, the parabolic part of the profile becomes
more and more significant. It is known that a parabolic profile is
subject to finite-amplitude instabilities �34,35� so that convection
occurs at lower Rayleigh number than that predicted by the linear
theory with steady temperature gradient. Also, it is very much
clear that at high frequency, modulation becomes very fast; there-
fore, the temperature in the porous layer remains unaffected by
modulation except for a thin layer; so, we find almost the same
value of the critical Rayleigh number as for zero modulation.
Thus, the effect of temperature modulation is almost negligible at
large values of �.

Lastly, we calculate the variation of R2c with �, for both Brink-
man and Darcy models, and depict the results in Figs.
10�a�–10�c�. The results have been calculated at different values
of the Darcy number, and shown for all the three types of modu-
lation. It is found that although the results of Brinkman’s model
corresponding to the different Darcy numbers are very close to
that of Darcy results, a very good agreement is reached at Da
=10−8. Thus, at Da=10−8, the results of the Brinkman and Darcy
models are almost the same. Similarly, for large values of Da, we
can recover the magnetoconvection results in an ordinary fluid
layer.

Comparing the various results of Figs. 5 and 10�a�, we find that
for large values of Da, the effect of modulation is destabilizing at
small �. The destabilizing effect decreases as Da decreases, and
then becomes stabilizing on further decreasing the value of Da
�Fig. 10�a��. This may be due to the fact that in a densely packed
porous medium, propagation of the convective waves would be
faster; therefore, higher temperature gradient is required for the
onset of convection. Thus, the value of the critical Rayleigh num-
ber is higher in this case. However, for large �, we find qualitative
similar results in both the figures.

7 Conclusion
In the present paper, combined effect of temperature modula-

tion and magnetic field on the onset of convection in an electri-
cally conducting-fluid-saturated porous medium, which is con-
fined between two free boundaries, has been studied in making a
linear stability analysis. The perturbation procedure is applied and
the results have been obtained under the assumptions that the
disturbances are infinitesimal, and the amplitude of the primary

Fig. 9 Variation of R2c with �; Q=25.0, Prm=1.0, and Da=0.1
temperature field is small. The following conclusions are drawn.
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�i� The effect of temperature modulation is found to stabilize
or destabilize the system depending on the values of the
parameters.

�ii� For in phase modulation, it is found that at �=0, the effect
of modulation is zero. When � is small, the modulation
effect is destabilizing, the effect increases with � and be-
comes most destabilizing at �1. Further increasing the
value of the frequency, it becomes most stabilizing at �2.
Then, for intermediate values of �, the effect decreases,
and finally becomes zero for large values of �.

�iii� For out of phase modulation or when only the lower wall
temperature is modulated, the effect of modulation is

(a)

(b)

(c)

ig. 10 „a… Variation of R2c with �; �=1.0, Prm=1.0, and Q
25.0; „b… variation of R2c with �; �=1.0, Prm=1.0, and Q=25.0;
nd „c… variation of R2c with �; �=1.0, Prm=1.0, and Q=25.0
found to be most destabilizing at �=0. The destabilizing

ournal of Heat Transfer
effect decreases and becomes most stabilizing at �2, and
finally modulation effect goes off when � tends to infinity.

�iv� We find that increasing the value of the Darcy Chan-
drasekhar number, the magnitude of R2c increases, while
decreasing the value of Da, the magnitude of R2c de-
creases. Also, we find that decreasing the value of � from
1.0 to 0.01, the magnitude of R2c first increases and then
decreases.

�v� Comparing the results for Brinkman and Darcy models, it
is found that there is a very good agreement between them
at Da=10−8.

�vi� The results of the present model can be used to bridge the
gap between the results of the magnetoconvection in an
ordinary viscous fluid layer and that corresponding to the
Darcy limit.

Appendix A
The governing equations, for the study of magnetoconvection

in an electrically conducting-fluid-saturated porous medium, un-
der Boussinesq approximation are

1

�

�V

�t
−

m

�R
H · �H = −

1

�R
� p +

� f

�R
g −

 f

�R

1

k
V +

e

�R
�2V

�A1�

��Cp�m
�T

�t
+ ��Cp� fV · �T = 	m�2T �A2�

�H

�t
+ V · �H − H · �V = ��2H �A3�

� · V = 0 �A4�

� · H = 0 �A5�
where all constants and variables have their usual meanings and
defined in the nomenclature. Initially, the fluid is at rest; the basic
state is given by

V = �u,v,w� = �0,0,0�, T = Tb�z,t�, p = pb�z,t�, � f = �b�z,t�
�A6�

Let the basic state be slightly perturbed, then

V = V� = �u�,v�,w��, T = Tb�z,t� + ��, p = pb�z,t� + p�,

� f = �b + ��, H = Hk + h� �A7�

A constant magnetic field Hk= �Hk� is maintained externally in the

vertical direction of a unit vector k̂ and h� is the perturbation in
the magnetic field caused by the motions and the induced currents
in the field. Here, we assume that the magnetic permeability and
thermal conductivity of the fluid are constants and do not vary
with the operating conditions, e.g., with temperature and pressure.
V�, ��, P�, and �� are the perturbed quantities, which are consid-
ered to be infinitesimal. We introduce Eq. �A7� into Eqs.
�A1�–�A5� and linearize with respect to the quantities V�, ��, and
h�. The reduced equations are then nondimensionalized using the
following scaling:

r� = dr*, t� =
d2

	T
t*, Tb = �TT

b
*, �� = �T�*

V� =
	T

d
V*, p� =

�R	T�

d2 p*, h� = Hkh*, � =
	T

d2 �*

�A8�
Henceforth the asterisks will be dropped. The nondimensional

form of the equations is given by Eqs. �3.1�–�3.3�.
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ppendix B
Introducing Eq. �4.1� into Eq. �3.5� and equating the terms of

ifferent powers of � on both sides, we obtain

Lw0 = 0 �B1�

Lw1 = − R0L3�f�1
2w0� + R1L3��1

2w0� �B2�

Lw2 = R2L3��1
2w0� − R0L3�f�1

2w1� − R1L3�f�1
2w0� + R1L3��1

2w1�
�B3�

here

L  L1L2L2�
2 − R0L3�1

2 − QPmL2D2�2 �B4�

L1  ��
�

�t
− Da�

2 + 1�, L2  ��
�

�t
− �2�, L3  � �

�t
− Prm�2�

�B5�
or the solutions of Eqs. �B1�–�B3�, we use normal mode and
rite

w�x,y,z,t� = w�z�exp�i�axx + ayy� + �t� etc. �B6�

here a= �ax
2+ay

2�1/2 is the horizontal wave number and � is the
requency of perturbation, which may be complex.

The solution of Eq. �B2� poses a problem due to the presence of
esonance term, for its solution to exist its right-hand side must be
rthogonal to the null space of the operator L. This solubility
ondition requires that the time-independent part on the right-hand
ide of Eq. �B2� should be orthogonal to sin �z; therefore, we get
1=0. In fact, all odd coefficients R1 ,R3 ,R5 , . . . are zero. Equa-

ion �B2� reduces to

Lw1 = a2R0 Re�C1fw0 + �− 2Prm��Df��Dw0�� �B7�
here

C1 = Prm��2 + a2� + i��Prm − 1� �B8�
Now, to solve Eq. �B7�, we expand its right-hand side in Fou-

ier series

e
z sin m�� = �
n=1

�

gnm�
�sin n�z �B9�

e
z cos m�� = �
n=1

�

fnm�
�cos n�z �B10�

here

gnm�
� = 2�
0

1

e
z sin m�z sin n�zdz �B11�

nd

fnm�
� = 2�
0

1

e
z cos m�z cos n�zdz �B12�

he integrals in Eqs. �B11� and �B12� can be evaluated directly.
sing Eqs. �B9� and �B10�, we write

f sin �z = Re	�
n=1

�

An�
�sin n�ze−i�t
 �B13�

Df sin �z = Re	�
n=1

�


Cn�
�sin n�ze−i�t
 �B14�

here

An�
� = A�
�gn1�
� + A�− 
�gn1�− 
� �B15�
nd
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Cn�
� = A�
�gn1�
� − A�− 
�gn1�− 
� �B16�
Also,

L�sin n�ze−i�t� = L��,n�sin n�ze−i�t �B17�

L�cos n�ze−i�t� = L��,n�cos n�ze−i�t �B18�
where

L��,n� = �2Qn���DaQn + 1� + ���Prm + 1�Qn� − PrmQn
3�DaQn + 1�

− QPrmQn
2�n2�2� + i��− ��Qn�2 + �PrmQn

3 + Qn
2��Prm

+ 1��DaQn + 1� − a2R0 + QPrm�Qn�n2�2�� �B19�
and

Qn = n2�2 + a2

Then, in order to obtain the solution of Eq. �B7�, we invert the
operator L term by term and get

w1 = a2R0 Re	C1�
n=1

�
An�
�

L��,n�
sin n�ze−i�t

− 2�
Prm�
n=1

�
Bn�
�

L��,n�
cos n�ze−i�t
 �B20�

Bn�
� = A�
�fn1�
� − A�− 
�fn1�− 
� �B21�

Equation �B3� for w2 reduces to the form

Lw2 = − a2R2Prm��2 + a2�sin �z + a2R0L3�fw1� �B22�
or

Lw2 = − a2R2Prm��2 + a2�sin �z + a2R0 Re�C1nfw1 + �− 2Prm��Df�

��Dw1�� �B23�
where

C1n = Prm�n2�2 + a2� + i��Prm − 2� �B24�
Again, for the solution of Eq. �B23�, we need that the right-hand
side of it should be orthogonal to sin �z; therefore, we get

R2 =
2R0

Prm��2 + a2�
Re	C1n�

0

1

fw1 sin �zdz

+ �− 2Prm��
0

1

�Df��Dw1� sin �zdz
 �B25�

bar denotes a time average. Using Eqs. �B17� and �B18� in Eq.
�B25�, we get the expression for R2, which is given in Eq. �4.7�.

Nomenclature
a � horizontal wave number �ax

2+ay
2�1/2

ac � critical wave number
d � depth of the porous layer
g � gravitational acceleration
k � permeability of the porous medium

V � mean filter velocity �u ,v ,w�
p � pressure
T � temperature
� � perturbed temperature

H � magnetic field �H1 ,H2 ,H3�
hz � perturbed magnetic field along the z

axis
�T � temperature difference between the

walls
Rc � critical Rayleigh number
Da � Darcy number, k /d2

P
r � Prandtl number, � /	T
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Vr � viscosity ratio, e / f
Prm � magnetic Prandtl number � /�

R � Rayleigh number, �g�Tkd /�	T
Q � Chandersekhar number, mHk

2k /�R��
� � nondimensional number, �Da /�Pr�

�� f /e�
x ,y ,z � space coordinates

� � density
��cp� f � heat capacity of the fluid

��cp�so � heat capacity of the solid
�cp�m=���cp� f

+ �1−����cp�so � relative heat capacity of the porous
medium

uperscripts
/ �

* �

reek Symbols
� � coefficient of thermal expansion
� � amplitude of modulation
� � porosity
� � electrical conductivity

m � magnetic permeability
� � magnetic viscosity, 1 /m�
� � heat capacity ratio ��cp�m / ��cp� f

	 f � thermal conductivity of the fluid
	so � thermal conductivity of the solid

	m �	 f + �1−��	so � effective thermal conductivity of po-
rous media

e � effective viscosity of the medium
 f � fluid viscosity
� � kinematic viscosity,  f /�R

	T � effective thermal diffusivity
	m / ��cp� f

� � modulation frequency
� � phase angle
� � growth rate �a complex number�

ther Symbols
�1

2 � ��2 /�x2�+ ��2 /�y2�
�2 � �1

2+ ��2 /�z2�
D � � /�z

ubscripts
b � basic state
c � critical
f � fluid

R � reference value
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emperature/Heat Analysis of Annular
ins of Hyperbolic Profile
elying on the Simple Theory for
traight Fins of Uniform Profile
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ianhong Cui
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his technical brief addresses an elementary analytic procedure
or solving approximately the quasi-1D heat conduction equation
a generalized Airy equation) governing the annular fin of hyper-
olic profile. The importance of this fin configuration stems from
he fact that its geometrical shape and heat transfer performance
re reminiscent of the annular fin of convex parabolic profile, the
o-called optimal annular fin. To avoid the disturbing variable
oefficient in the quasi-1D heat conduction equation, usage of the
ean value theorem for integration is made. Thereafter, invoking
coordinate transformation, the product is a differential equation,
hich is equivalent to the quasi-1D heat conduction equation for

he simple straight fin of uniform profile. The nearly exact analytic
emperature distribution is conveniently written in terms of the
wo controlling parameters: the normalized radii ratio c and the
imensionless thermogeometric parameter M2, also called the en-
arged Biot number. For engineering analysis and design, the es-
imates of temperatures and heat transfer rates for annular fins of
yperbolic profile owing realistic combinations of c and M2 give
vidence of good quality. �DOI: 10.1115/1.2885162�

eywords: annular fin, convex parabolic profile, mean value
heorem

ntroduction
In general, the augmentation of heat transfer from tubes carry-

ng streams of hot fluids to surrounding cold gases is attainable by
ttaching arrays of annular fins to the outer surface of the tubes
Kraus et al. �1�, Webb �2��. Typical industrial applications involv-
ng annular finned tubes are found in air-cooled internal combus-
ion engines, in liquid-gas heat exchangers for refrigeration, in
torage tanks of waste nuclear materials, etc.

From a historical perspective, Schmidt �3� was the first inves-
igator who discovered that for a given volume of material, the
nnular fin of convex parabolic profile was able to reject maxi-
um heat transfer from the hot surface of a tube to a neighboring

old fluid. Schneider �4� stated that, among the whole family of
nnular fins of tapered cross section, the annular fin of hyperbolic
rofile is the foremost fin shape for usage in tubes of high perfor-
ance heat exchange devices. A major drawback posed by the

ptimal annular fin of convex parabolic profile relates to the in-
remental manufacturing cost. A minor drawback entails to the
harp tip, which may be viewed as a safety hazard for technical
ersonnel working in plant environments. From an optimization

1Corresponding author.
Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT

RANSFER. Manuscript received November 2, 2006; final manuscript received
ecember 1, 2007; published online April 8, 2008. Review conducted by Satish G.

andlikar.

ournal of Heat Transfer Copyright © 20
standpoint, the heat removal from the annular fin of hyperbolic
profile is very close to the heat removal from the annular fin of
convex parabolic profile, the so-called optimal annular fin �4�.

The temperature variation along an annular fin of hyperbolic
profile obeys a quasi-1D heat equation. This equation, classified as
a generalized Airy equation, admits an elegant analytical solution
in terms of modified Bessel functions. Unfortunately, the analyti-
cal solution is so intricate that the numerical evaluations of tem-
peratures and heat transfer rates are extremely complicated even
with symbolic algebra codes, such as MAPLE, MATHEMATICA, and
MATLAB.

Relying on the mean value theorem for integration, the present
Technical Brief addresses an elementary analytic procedure for
solving approximately the quasi-1D heat equation. Although not
utilized before, the chosen procedure seems to be a rightful av-
enue for transforming the generalized Airy equation into an
equivalent quasi-1D heat equation for a straight fin of uniform
profile. Complete information about the straight fin of uniform
profile is amply available in textbooks on heat transfer.

Three aspects of the solution scheme to be developed here are
important to highlight: analytic structure, great simplicity, and rea-
sonable accuracy. It is believed that the avenue of the mean value
theorem for integration should be attractive to two communities:
�1� to engineers engaged in the design of annular fins for heat
exchange equipment, and �2� to instructors of heat transfer courses
at undergraduate and postgraduate levels.

Formulation
An annular fin of hyperbolic profile is formed with the path of

two symmetric hyperbolas y�r�=�1 �r1 /r�, as displayed in Fig. 1.
The sizing of this fin depends on four dimensions: the inner radius
r1, the inner semithickness �1, the outer radius r2, and the outer
semithickness �2. According to Ref. �4�, the cross section of the
annular fin of hyperbolic profile is of remarkable significance be-
cause of its affinity to the cross section of the annular fin of
convex parabolic profile capable of delivering maximum heat
Fig. 1 Sketch of an annular fin of hyperbolic profile
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ransfer for a given volume of material. In this sense, the latter fin
as been aptly named the optimal annular fin in Ref. �4�.

Adoption of the normalized dimensionless variables for the
emperature T and the radial variable r,

� =
T − T�

Tb − T�

, R =
r

r2
�1�

upplies the dimensionless quasi-1D fin equation �4�,

d2�

dR2 − M2R� = 0 in c � R � 1 �2�

his equation, having one variable coefficient R, is formally clas-
ified as a generalized Airy equation in Abramowitz and Stegun
5�.

Due to Eq. �1�, the dimensionless boundary conditions for pre-
cribed temperature at the fin base and zero heat loss at the fin tip
ecome

� = 1 at R = c and
d�

dR
= 0 at R = 1 �3�

urthermore, two parameters regulate the temperature change
long the annular fin of hyperbolic profile � �R�: one is the dimen-
ionless thermogeometric parameter or enlarged Biot number

2=hr2
3 / ��1r1k� and the other is the normalized radii ratio 0

c=r1 /r2�1.
The trademark of the class of quasi-1D fin equations descriptive

f annular fins in cylindrical coordinates alludes to the curvature
erm d� /dR �1–4�. Nonetheless, the absence of d� /dR in the
uasi-1D fin equation �2� for the annular fin of hyperbolic profile
s striking.

The heat transfer rate Q from fins may be calculated indirectly

hrough the fin efficiency concept

long with a third fin parameter �,

54501-2 / Vol. 130, MAY 2008
� =
Q

Qideal
�4�

in two ways:

�a� differentiating � �R� at the fin base

�dif =

− 2� d�

dR
�

R=c

M2�1 − c2�
�5a�

�b� integrating � �R� over the fin length

�int =
2�c

1��R�RdR

�1 − c2�
�5b�

In the context of fin efficiency calculations, Arpaci �6� recom-
mended that the integration approach should be preferred when-
ever the temperature distribution � �R� is approximate.

Exact Analytic Method
The general solution of the generalized Airy equation �2� is

��R� = C1Ai�M2/3R� + C2Bi�M2/3R� �6a�

where Ai � *� and Bi � *� are the Airy functions �5�. For the special
case R�0, the alternate general solution is

��R� =
1

3
�R�C3I−1/3	2

3
MR3/2
 − C4I1/3	2

3
MR3/2
� �6b�

where I� � *� denotes the modified Bessel functions of first kind of
fractional order �. Articulating Eq. �6b� with the boundary condi-
tions in Eq. �3� furnishes the particular solution,
��R� =�R

c � I1/3	2

3
MR3/2
I2/3	2

3
M
 − I−1/3	2

3
MR3/2
I−2/3	2

3
M


I1/3	2

3
Mc3/2
I2/3	2

3
M
 − I−1/3	2

3
Mc3/2
I−2/3	2

3
M
  �6c�
hich is the exact dimensionless temperature distribution �4�.
In passing, safety issues related to the safe-touch temperature of

ot metallic objects have been discussed by Arthur and Anderson
7�. In this regard, the exact dimensionless tip temperature from
q. �6b� reduces to

��1� =
1
�c� I1/3	2

3
M
I2/3	2

3
M
 − I−1/3	2

3
M
I−2/3	2

3
M


I1/3	2

3
Mc3/2
I2/3	2

3
M
 − I−1/3	2

3
Mc3/2
I−2/3	2

3
M


�6d�

To determine the heat transfer rate Q, Eq. �4� is evaluated with
q. �6c�. This step delivers the exact fin efficiency,

� =
�2c�1 − c�

��1 + c� � I2/3�u�I−2/3�v� − I−2/3�u�I2/3�v�
I−2/3�u�I−1/3�v� − I2/3�u�I1/3�v�� �7a�

ontaining two fin parameters u and v,

u =
2

3
��− 2 ln c

�1 − c�3 and v =
2

3
��− 2c3 ln c

�1 − c�3 �7b�
� = M��1 − c�3

− 2 ln c
�7c�

Let us go back momentarily to the generalized Airy equation
�2�. Owing that only one variable coefficient R shows up, the form
of this equation can be considered simple. In contrast, the emerg-
ing exact temperature distribution � �R� in Eq. �6c�, together with
the exact fin efficiency � in Eq. �7a�, has convoluted forms with
modified Bessel functions of first kind of fractional order I� � *�.
Correspondingly, the numerical evaluations of Eqs. �6c� and �7a�
are laborious even with symbolic algebra codes, such as MAPLE,
MATHEMATICA, and MATLAB.

Approximate Analytic Method: The Mean Value Theo-
rem for Integration

Let us first isolate the troublesome dimensionless variable co-
efficient R in Eq. �2�. Then, R can be conceived as a function
outlining a straight line from the base R=c to the tip R=1 in the
closed interval �c, 1�. Upon applying the mean value theorem for

integration to the function R, the result is
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R̄ =
1

1 − c�
c

1

RdR =
1 + c

2
�8�

here R̄ denotes the functional mean of R.2

The idea now is to replace R by R̄ in Eq. �2�, so that the
imensionless quasi-1D fin equation is converted to

d2�

dX2 − M2R̄� = 0 in c � R � 1 �9�

s opposed to Eq. �2� that contains one variable coefficient, the
roduct M2 R, now Eq. �9� possesses one constant coefficient, the

roduct M2 R̄.
For conciseness, let us name a new constant coefficient

W2 = M2R̄ �10a�
nd concurrently introduce the coordinate transformation

X = R − c �10b�
herefore, the quasi-1D fin equation �9� evolves into

d2�

dX2 − W2� = 0 in 0 � X � 1 − c �11�

o that the two boundary conditions in Eq. �3� are

��0� = 1 and
d��1 − c�

dX
= 0 �12�

t this juncture, it can be asserted that the new formulation given
y Eqs. �11� and �12� is identical to the formulation for a straight
n of uniform profile of length �1−c� �4,6�. Skipping the algebra,

he solution of Eqs. �11� and �12� when rewritten in terms of R,
enders the approximate temperature distribution of compact form

��R� =
eWR + eW�2−R�

eWc + eW�2−c� �13�

hich embraces the two original parameters c and M, plus of

ourse the new parameter R̄.

iscussion of Results
Designating the fin efficiency by integration in Eq. �5b� by �int,1

nd later inserting Eq. �13� into Eq. �5b� yield the approximate
xpression

�int,1 =
− 4eW�1+c� + 2�1 − Wc�e2Wc + 2�1 + Wc�e2W

W2�1 − c2��e2Wc + e2W�
�14�

hose evaluation can be done with a calculator. In contrast, the
valuation of the exact fin efficiency in Eq. �7a� necessitates sym-
olic algebra codes, such as MAPLE, MATHEMATICA, or MATLAB.
Recalling that the mean value theorem for integration was the

ey step in the simplification of the quasi-1D fin equation �2�, it
ay be logical to treat R in Eq. �5b� in the same manner. Accord-

ngly, Eq. �5b� can be abridged to

�int,2 =
2R̄�c

1��R�dR

�1 − c2�
�15�

ext, introducing the functional mean R̄= �1+c� /2 from Eq. �8� in
q. �15�, it simplifies to

�int,2 =
�c

1��R�dR

�1 − c�
�16�

he substitution of Eq. �13� in Eqs. �5b� and �16� provides an
quality between the fin efficiency by differentiation �dif and the

2The same result is obtainable from the application of the arithmetic mean of the

wo extreme ordinates R=c and R=1 in �c, 1�.

ournal of Heat Transfer
fin efficiency by integration �int,2, the two coalescing into a single
approximate relation

�dif = �int,2 =
1

W�1 − c�	 e2W − e2Wc

e2c + e2Wc 
 �17�

As far as the approximate dimensionless tip temperature ��1� is
concerned, it is obtained from Eq. �13� giving

��1� =
2eW

eWc + eW�2−c� �18�

Inspection of the fin efficiency diagram for annular fins of hy-
perbolic profile reported in Ref. �4� reveals a family of three
curves for the normalized radii ratios: c= 1

4 , 1
2 , and 1 �the straight

fin of uniform profile� and the fin parameter � on the abscissa
extends from 0.00 up to 3.00. In fact, it may be recognized that
the limited graphical representation is deficient for engineering
analysis and design because fin efficiencies for other combinations
of c and � are needed.

Incidentally, it has been stated in Ref. �2� that real values for the
fin efficiency � must lie above 50% for practical fin applications.
With respect to the fin efficiency diagram in Ref. �4�, this proper
design space is located in the upper left part bounded by ��1.3
and c	0.2. In this work, we chose a design space that covers
permutations of a small c=0.1 united to ��0.75 and a large c
=0.7 united to ��1.00. The reason for not having c�0.7 is be-
cause c=1 corresponds to the straight fin of rectangular profile.

The discussion of results is divided in two parts. First, from the
items listed in Tables 1�a� and 1�b� concurrently for the pair of a
small c=0.1 and ��0.50, the relative error for ��1� is �7.9%, the
relative error for �int,1 is �4%, and the relative error for �dif
=�int,2 is �8.9%. Also, for the pair of a small c=0.1 and �
=0.75, the relative error for ��1� is 11.9%, the relative error for
�int,1 is 6.6%, and the relative error for �dif=�int,2 is 17.6%. Sec-
ond, from the items listed in Tables 2�a� and 2�b� concurrently for
the pair of a large c=0.7 and ��0.75, the relative error for ��1� is
�2.7.%, the relative error for �int,1 is �0.5%, and the relative
error for �dif=�int,2 is �1.9%. In synthesis, the above sets of
numbers confirm that the fin efficiencies by integration �int,1 are
more accurate than the fin efficiencies by differentiation �dif. This
statement indeed supports the recommendation made by Arpaci in
Ref. �6�, which has been cited before.

In view of the foregoing, the agreements between the approxi-
mate estimates and the exact predictions of the two quantities of
interest, namely, the dimensionless tip temperature ��1� �a local
quantity� and the fin efficiency � �a global quantity� for the annu-
lar fin of hyperbolic profile are not only satisfactory; they simply

Table 1 „a… Dimensionless tip temperature � „1… for a small
normalized radii ratio c=0.1 and variable fin parameter �. „b…
Fin efficiency � for a small normalized radii ratio c=0.1 and
variable fin parameter �.

�a� �
Approx.

� �1�
Exact
� �1�

%
error

0.25 0.918 0.900 2.0
0.50 0.728 0.675 7.9
0.75 0.526 0.470 11.9

�b� �
Exact

�
Approx.

�int,1

%
error

Approx.
�dif=�int,2

%
error

0.25 0.925 0.931 0.6 0.945 2.2
0.50 0.750 0.780 4.0 0.817 8.9
0.75 0.575 0.613 6.6 0.676 17.6
exceeded our expectations.
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onclusions
The main conclusion to be drawn in this Technical Brief is that

hen dealing with annular fins of hyperbolic profile, usage of
odified Bessel functions for solving the quasi-1D heat conduc-

ion equation can be obviated. Application of the mean value theo-
em for integration furnishes an unexpected, facile route that per-
its the determination of approximate analytical temperature

istributions and heat transfer rates for engineering applications. It
urns out that both the temperature distribution and the fin effi-
iency are of simple algebraic form. Even more important, the
lgebraic forms correspond to their counterparts for the basal
traight fin of uniform profile. Interestingly, the two expressions
an be evaluated with a calculator for real values of the two con-
rolling parameters, the normalized radii ratio c and the enlarged
iot number M2. In numbers, for the pair of a small c=0.1 and
�0.75, the relative error for �int,1 is �6.6%. Also, for the pair of
large c=0.7 and ��0.75, the relative error for �int,1 is �0.5%
The computational methodology via the mean value theorem

or integration implemented in this work may be extended to solve
large number of straight and/or annular fins owing tapered pro-
les �4,6�. Obviously, the most common annular fin, the annular
n of rectangular profile is included as a particular case.

omenclature
Ai � *� 
 Airy function

able 2 „a… Dimensionless tip temperature � „1… for a relatively
arge normalized radii ratio c=0.7 and variable fin parameter �.
b… Fin efficiency � for a relatively large normalized radii ratio
=0.7 and variable fin parameter �.

�a� �
Exact
� �1�

Approx.
� �1�

%
error

0.25 0.940 0.940 0
0.50 0.780 0.792 1.5
0.75 0.600 0.616 2.7

�b� �
Exact

�
Approx.

�int,1

%
error

Approx.
�dif=�int,2

%
error

0.25 0.960 0.958 0.2 0.960 0.0
0.50 0.850 0.854 0.4 0.860 1.2
0.75 0.725 0.728 0.5 0.739 1.9
54501-4 / Vol. 130, MAY 2008
Bi � *� 
 Airy function
c 
 normalized radii ratio, r1 /r2
h 
 convection heat transfer coefficient

H2 
 thermogeometric parameter, h / ��1r1k�
I� � *� 
 modified Bessel function of first kind and or-

der �
k 
 thermal conductivity
L 
 length, r2−r1

M2 
 dimensionless H2 or enlarged Biot number,
H2r2

3

Q 
 heat transfer rate
Qideal 
 ideal heat transfer rate

r 
 radial coordinate
r1 
 inner radius
r2 
 outer radius
R 
 dimensionless r, r /r2

R̄ 
 mean value of the function R in �c, 1�
T 
 temperature

Tb 
 base temperature
T� 
 fluid temperature

u, v 
 fin parameters, Eq. �7b�
W2


 M2 R̄, Eq. �10a�
X 
 coordinate transformation, Eq. �10b�

Greek Symbols
�1 
 inner semithickness
�2 
 outer semithickness
� 
 fin efficiency, Q /Qideal
� 
 dimensionless T, �T−T�� / �Tb−T��
� 
 fin parameter, Eq. �7c�

References
�1� Kraus, A. D., Aziz, A., and Welty, J. R., 2000, Extended Surface Heat Trans-

fer, Wiley, New York.
�2� Webb, R., 1994, Principles of Enhanced Heat Transfer, Wiley, New York.
�3� Schmidt, E., 1926,“Die Wärmeübertragung durch Rippen,” Zeitschrift des

Vereines Deutscher Ingenieure, 70, pp. 885–889, 947–951.
�4� Schneider, P. J., 1955, Conduction Heat Transfer, Addison-Wesley, Reading,

MA.
�5� Abramowitz, M., and Stegun, A., 1964, Handbook of Mathematical Functions,

U. S. Government Printing Office, Washington, DC, p. 446.
�6� Arpaci, V., 1966, Conduction Heat Transfer, Addison-Wesley, Reading, MA.
�7� Arthur, K., and Anderson, A. M., 2004, “Too hot to handle? An Investigation

Into Safe-Touch Temperatures,” Proceedings of ASME/IMECE, Anaheim, CA,
Nov. 13–19.
Transactions of the ASME



S
H
P
S
R

A
P
F
F
P
M
e

R
A
A
P
M

S
v
a
t
t
h

s
b
(
t
t

K
a

1

s
c
m
n
c
i
e
b
a
fl
d

h
fl
m
s
t
o

T
1

J

imilarity Solution of Unaxisymmetric
eat Transfer in Stagnation-
oint Flow on a Cylinder With
imultaneous Axial and
otational Movements

sghar B. Rahimi1

rofessor
aculty of Engineering,
erdowsi University of Mashhad,
.O. Box 91775-1111,
ashhad, Iran 91775

-mail: rahimiab@yahoo.com

eza Saleh
ssistant Professor
zad University of Mashhad,

.O. Box 91735-413,
ashhad, Iran 91735

imilarity solution of unaxisymmetric heat transfer of an unsteady
iscous flow in the vicinity of an axisymmetric stagnation point of
n infinite circular cylinder with simultaneous axial and rota-
ional movement along with transpiration Uo is investigated when
he angular velocity, axial velocity, and wall temperature or wall
eat flux vary arbitrarily with time. The impinging free stream is

teady and with a strain rate of k̄. The results presented are found
y numerical integration. The local coefficient of heat transfer
Nusselt number) is found to be independent of time and place,
hough the cylinder wall temperature or wall heat flux are func-
ions of both time and place. �DOI: 10.1115/1.2885173�

eywords: stagnation flow, axial and rotational movement, un-
xisymmetric heat transfer, transpiration, similarity solution

Introduction
Gorla �1–5�, in a series of papers, studied the steady and un-

teady flows and heat transfer over a circular cylinder in the vi-
inity of the stagnation point for the cases of constant axial move-
ent and the special case of axial harmonic motion of a

onrotating cylinder. In more recent years, Cunning et al. �6� have
onsidered the stagnation-flow problem on a rotating circular cyl-
nder with constant angular velocity. They have also included the
ffects of suction and blowing in their study. The study considered
y Saleh and Rahimi �7� and Rahimi and Saleh �8� presents the
xisymmetric stagnation-point flow and heat transfer of a viscous
uid on axially moving cylinder and rotating cylinder with time-
ependent velocity and uniform transpiration.

In the present analysis, similarity solution of unaxisymmetric
eat transfer in axisymmetric stagnation-point flow of a viscous
uid on a cylinder with simultaneous axial and rotational move-
ents along with transpiration is considered. The general self-

imilar solution of unsteady unaxisymmetric heat transfer is ob-
ained in which unaxisymmetry is due to the sinusoidal variation
f temperature with respect to surface position of rotating cylinder

1Corresponding author.
Contributed by the Heat Transfer Division for publication in the JOURNAL OF HEAT

RANSFER. Manuscript received November 22, 2006; final manuscript received June

9, 2007; published online April 8, 2008. Review conducted by Minking Chyu.
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and unsteadiness is due to the sinusoidal variation of temperature
of each point of the cylinder surface with respect to the time and
also rotation of the cylinder. Particular cases of these results are
compared with existing results of Gorla �2,4,5�.

2 Problem Formulation
The flow configuration is as in Refs. �7,8� when the cylinder

has a simultaneous time-dependent rotation and axial movements
and the wall temperature or the wall heat flux is also a function of

time. A radial external flow of strain rate k̄ impinges on the cyl-
inder of radius a, centered at r=0. The unsteady Navier–Stokes
and energy equations in cylindrical polar coordinates governing
the axisymmetric flow and unaxisymmetric heat transfer are as in
Refs. �7,8� with the same notations.

The boundary conditions for the velocity field are as follows:
r=a,

u = − Uo�t�, � = a . ��t�, w = V�t� �1�

For r→�

�u

�r
= − k̄, lim itr→�r� = 0, w = 2k̄z �2�

Here, ��t� is the angular velocity and V�t� the axial velocity of the
cylinder. For the temperature field, we have the following: For r
=a,

T = Tw��,t� for defined wall temperature

�T/�r = − qw��,t�/k for defined wall heat flux

For r→�,

T → T� �3�

and the two boundary conditions with respect to � are

T�r,0,t� = T�r,2�,t�,
�T

��
�r,0,t� =

�T

��
�r,2�,t� �4�

where k is the thermal conductivity of the fluid, T� is a constant,
and Tw�� , t� and qw�� , t� are temperature and heat flux at the wall
cylinder, respectively.

A reduction of the Navier–Stokes equations is obtained by ap-
plying the following transformations:

u = − k̄
a

��
f���, � = 2k̄

a
��

G��,�� ,

�5�
w = 2k̄ f����z + H��,��, P = �k̄2a2p

where �=2k̄t and �= �r /a�2 are the dimensionless time and radial
variables and the prime denotes the differentiation with respect to
�. Transformations �5� satisfy the mass equation automatically
and their insertion into momentum and energy equations yields a
coupled system of differential equations in terms of f���, G�� ,��,
and H�� ,�� as in Refs. �7,8� with the boundary conditions as
follows:
For �=1,

f = S���, f� = 0, G = 	���, H = V���

For �→�,

f� = 1, G = 0, H = 0 �6�

in which 	=� /2k̄ is dimensionless angular velocity of the cylin-
der.

To transform the energy equation into a nondimensional form
for the case of defined wall temperature and defined wall heat

flux, respectively, we introduce
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��,�,�� =
T��,�,�� − T�

Tw��,�� − T�

, 
��,�,�� =
T��,�,�� − T�

aqw��,��/2k
�7�

aking use of Eqs. �5� and �7�, the energy equation and the
oundary conditions may be written as

�
� + 
� +
1

4�
� �2


��2 + 2
�Tw/��

�Tw − T��
�


��
+

�2Tw/��2

�Tw − T���


+ Re Pr�� f
� −
�


��
−

�Tw/��

�Tw − T��

�

−
G

�
� �


��
+

�Tw/��

�Tw − T��

�	 = 0 �8�


�1,�,�� = 1, 
��,�,�� = 0 �9�


��,0,�� = 
��,2�,��,
�


��
��,0,�� =

�


��
��,2�,�� �10�

here Pr=� /� is Prandtl number. For the case of defined wall
eat flux, the energy equation is the same if ��Tw /��� / �Tw−T��
eplaced by ��qw /��� /qw. The boundary conditions in this case
re


��1,�,�� = − 1, 
��,�,�� = 0 �11�


��,0,�� = 
��,2�,��,
�


��
��,0,�� =

�


��
��,2�,�� �12�

Self-Similar Solutions
Semi-similar momentum equations, like in Refs. �7,8�, are re-

uced to exact differential equations with boundary conditions as
ollows. For �=1,

f = S, f� = 0, g = 1, h = 1

or �→�,

f� = 1, g = 0, h = 0 �13�
To reduce energy equation to self-similar form, the following

eparation of variable is chosen:


��,�,�� = ����Q��,�� �14�
or the boundary conditions �9�–�12� to admit this separation of
ariable, the following conditions must be satisfied:
or �=1,

��1� = 1 for � → �, ���� = 0 for defined wall temperature

�15�

or �=1,

���1� = − 1 for � → �, ���� = 0 for defined wall heat flux

�16�
Substituting the separation of variable into energy, Eq. �8� give

��� + �1.0 + Re Pr f���

+ � 1

4�

�2Tw

��
− Re Pr�	

g

�

�Tw

��
+

�Tw

��
�� �

�Tw − T��

= 0 for defined wall temperature �17�

��� + �1.0 + Re Pr f��� + � 1

4�

�2qw

��2 − Re Pr�	
g

�

�qw

��
+

�qw

��
�� �

qw

= 0 for defined wall heat flux �18�
In order for these to be self-similar, none of the terms should be
function of dimensionless time and the angle �. Therefore, we

ust have the following:

54502-2 / Vol. 130, MAY 2008
�1� For the defined wall temperature case,

Tw��,�� − T� = C exp
� + n�	� + ��� �19�
which gives

��Tw/���/�Tw − T�� = in, ��2Tw/��2�/�Tw − T�� = − n2

�20�
��Tw/���/�Tw − T�� = i� + n	�

�2� For the defined wall heat flux case,

qw��,�� = C exp
� + n�	� + ��� �21�
which gives

��qw/���/qw = in, ��2qw/��2�/qw = − n2,
�22�

��qw/���/qw = i� + n	�

For the quantities in Eqs. �17� and �18� to be constant, the angular
velocity of the cylinder 	 must be constant. This means that the
cylinder must rotate with a constant angular velocity. Taking the
above relations into consideration, the temperature distribution
function and heat flux of the cylinder wall have the following
changes with respect to , n, 	, and � parameters:

�1� �, temperature on the cylinder wall changes as a cosine
function.

�2� 	, the rotational speed of the cylinder is constant and thus
the position of surface temperature alternates because of it.

�3� n shows the number of sinusoidal changes on the surface of
the cylinder.

�4�  shows the sinusoidal changes of temperature with respect
to time on each point of the cylinder.

Finally, substituting the above relations into the energy equations,
the following self-similar equation is obtained for the both cases
of defined wall temperature and wall heat flux:

��� + �1.0 + Re Pr f��� − ��n2�/4� + i Re Pr
n	�g/� + 1.0� + ���

= 0 �23�
The boundary conditions for this equation are as follows:
For �=1,

� = 1 for � → �, � = 0 for defined wall temperature

�24�

For �=1,

�� = 1 for � → �, � = 0 for defined wall heat flux

�25�
Momentum equations along with the boundary conditions �13�

can be solved by using the fourth-order Runge–Kutta method of
numerical integration along with a shooting method.

To solve Eq. �23�, the following two cases are considered.

3.1 Simple Case of Steady-State Unaxisymmetric Heat
Transfer. Unsteadiness is due to the temperature boundary con-
ditions �cylinder wall temperature and wall heat flux functions�
being a function of time. To remove this unsteadiness, all the
coefficients including  and 	 must be zero. Based on this, Eq.
�23� and the cylinder wall temperature and wall heat flux are
simplified as follows:

��� + �1.0 + Re Pr f��� − �n2/4��� = 0 �26�

Tw��� − T� = C exp�in�� = C�cos�n�� + i sin�n��� = A cos�n��
�27�

qw��� = C exp�in�� = C�cos�n�� + i sin�n��� = A cos�n��

�28�
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If n=0, the very simple cases of constant wall temperature and
onstant heat flux of cylinder are obtained, which were solved by
orla �5�. The self-similar equation �26� along with the boundary

onditions �24� and �25� and knowing the f��� function was
olved using the fourth-order Runge–Kutta method of numerical
ntegration along with a shooting method for different values of n,
eynolds number, and Prandtl number.

3.2 More General Case of Unsteady Unaxisymmetric Heat
ransfer. The cylinder constant rotational speed 	 and coeffi-
ient  presenting time-dependent variation of temperature of each
oint of the cylinder surface are the terms causing unsteadiness. In
his case, Eq. �23� and boundary conditions �24� and �24� must be
onsidered with no changes. Considering the dimensionless tem-
erature as

���� = �1��� + i�2��� �29�
ives

��1� + �1.0 + Re Pr f��1� − �n2/4���1 + Re Pr�n	�g/� + 1.0� + ��2

= 0

��2� + �1.0 + Re Pr f��2� − �n2/4�� − Re Pr�n	�g/� + 1.0� + ��1

= 0 �30�

he boundary conditions become as follows. For �=1,

� = 1 → �1 = 1, �2 = 0

or �→�,

� = 0 → �1 = �2 = 0 for defined wall temperature case

�31�

or �=1,

�� = − 1 → �1� = − 1, �2� = 0

or �→�,

� = 0 → �1 = �2 = 0 for defined wall heat flux �32�

Considering relations �23� and �26�, n=0, =0, and 	=0 cor-
espond to the very simple cases of cylinder with constant wall
emperature and constant wall heat flux obtained by Gorla �5� for
he first time. n=0, �0, and 	�0 correspond to axial axisym-
etric heat transfer discussed in Saleh and Rahimi �7� in which
all temperature or wall heat flux changes harmonically with the

ime. n�0, =0, and 	=0 correspond to the steady unaxisym-
etric heat transfer case in which the temperature variation and

eat flux variation on the cylinder wall is considered sinusoidal,
ike in Sec. 3.1. n�0, �0, and 	=0 correspond to the case in
hich unaxisymmetry is due to the sinusoidal variation of the

emperature with respect to the surface position of the rotating
ylinder and the unsteadiness is due to the sinusoidal variation of
emperature of each point of the cylinder surface with respect to
ime. n�0, =0, and 	�0 correspond to the case in which un-
xisymmetry is due to the sinusoidal variation of temperature with
espect to surface position of rotating cylinder and its unsteadiness
s due to the constant rotation of cylinder and the displacement of
emperature of each point of cylinder surface with respect to time.
�0, �0, and 	�0 correspond to the most general case in
hich unaxisymmetry is due to the sinusoidal variation of tem-
erature with respect to surface position of rotating cylinder and
nsteadiness is due to the sinusoidal variation of temperature of
ach point of the cylinder surface with respect to time and also
otation of the cylinder.

The coupled system of Eq. �30� along with the boundary con-
itions �31� and �32� have been solved by using the fourth-order
unge–Kutta method of numerical integration along with a shoot-

ng method, Press et al. �9� for known values of f��� and g���
unctions, and different values of n , ,	, Reynolds number, and

randtl number. The results are presented in later sections.

ournal of Heat Transfer
4 Heat Transfer Coefficient
The local heat transfer coefficient and the rate of heat transfer

for defined wall temperature case are given by

h = qw/�Tw − T�� = − k��T/�r�r=a/�Tw − T�� = − �2k/a�
��1,�,��

for semi-similar case
�33�

h = hr + ihi = − �2k/a���1��1� + i�2��1�� for self-similar case

or in terms of Nusselt number, Nu=ha /2k gives

Nu = − 
��1,�,�� for semi-similar case �34�

Nu = Nur + iNui = − ��1��1� + i�2��1�� for self-similar case

�35�

Fig. 1 Profiles of „a… �„�…, „b… ��„�… for sinusoidal wall tem-
perature function for S=−1.0,0.0,1.0, Pr=1, Re=1, and different
values of n and for all �
and finally the heat flux through the cylinder wall is

MAY 2008, Vol. 130 / 054502-3
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qw = �− 2k/a�
��1,�,���Tw − T�� for semi-similar case

�36�

qw = �− 2k/a�C exp�i
� + n�	� + ������1��1� + i�2��1��

for self-similar case �37�
or the defined wall heat flux case,

h = qw/�Tw − T�� = �2k/a�/
�1,�,�� for semi-similar case

�38�

h = �2k/a�/��1�1� + i�2�1��

= �2k/a���1�1� − i�2�1��/��1
2�1� + �2

2�1�� for self-similar case

�39�
nd in terms of Nusselt number,

ig. 2 Profiles of „a… �„�…, „b… ��„�… for sinusoidal wall heat
ux function for S=−1.0,0.0,1.0, Pr=1, Re=1, and different val-
es of n and for all �
Nu = 1/
�1,�,�� for semi-similar case �40�

54502-4 / Vol. 130, MAY 2008
Nu = ha/2k = 1/��1
2�1� + �2

2�1�� = ��1�1� − i�2�1��/��1
2�1� + �2

2�1��

for self-similar case �41�
and finally, the temperature distribution is

Tw − T� = �a/2k�
�1,�,��qw for semi-similar case �42�

Tw − T� = �a/2k�c exp�i
� + n�	� + ������1�1� + i�2�1��

for self-similar case �43�
From Eqs. �35� and �40�, it is clearly seen that for self-similar
cases, the heat transfer coefficient �Nusselt number� is not a func-
tion of time or the place, contrary to the fact that cylinder wall
temperature and wall heat flux are both functions of time and

Fig. 3 Nusselt number in terms of Prandtl number for wall
temperature function Tw„�…−T�=A cos„n�… and selected val-
ues of Reynolds numbers for „a… n=1, S=0, and „b… n=5, S=0
place.
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Presentation of Results
Interesting results regarding the fluid flow in this problem have

een discussed in detail in Refs. �7� and �8�. Here, merely the heat
ransfer results are discussed and presented.

Sample profiles of the nondimensional temperature ���� and
emperature gradient ����� in terms of � are presented in Fig. 1
or specified wall temperature function and for selected nondi-
ensional transpiration rates, for all values of �. As it is clear,

hese profiles are for n=0.0,1.0,2.0,5.0, where n is the cycle
umber of the wall temperature cosine function and n=0 ex-
resses the state of constant wall temperature. From Fig. 1�a�, the
ncrease of suction rate of fluid into the cylinder and the increase
f n reduce the depth of diffusion of temperature into the fluid.
rom this figure, when n→�, the thickness of thermal boundary

ayer tends toward zero. From Fig. 1�b�, the increase of n and S
auses the increase of absolute value of the profile of the initial
emperature and therefore the coefficient of heat transfer increases
nd thus the thickness of thermal boundary layer decreases.

Sample profiles of the nondimensional temperature ���� and
emperature gradient ����� in terms of � are given in Fig. 2 for
pecified wall heat flux function and for selected nondimensional
ranspiration rate. Here, again the value of n=0.0,1.0,2.0,5.0 has
een used, where n is the cycle number of the cylinder wall heat
ux and n=0 expresses a constant wall heat flux. From Fig. 2�a�,
gain the increase of suction rate of fluid into the cylinder and
ncrease of n reduce the cylinder wall temperature and naturally
he depth of diffusion of temperature field of fluid adjacent to the
ylinder wall decreases. Also, the distribution of nondimensional
emperature in the fluid, which is in the form of cosine function, is
oing to tend to zero in a faster trend as n and S increase. Here,
gain as n→� the thickness of thermal boundary layer tends to
ero. From Fig. 2�b�, as n and S increase, the depth of diffusion of
emperature field decreases and thus the thickness of thermal
oundary layer decreases.

In Fig. 3, variations of Nusselt number in terms of Prandtl
umber for specified wall temperature function and selected val-
es of Reynolds number for �a� n=1, S=0, and �b� n=5, S=0 are
hown. It is interesting to note that the value of Nusselt number is
constant with respect to time and position, though the wall tem-
erature or heat flux changes with both time and position.
ournal of Heat Transfer
6 Conclusions
In this paper, the unaxisymmetric heat transfer of cylinder for

two types of functions as unaxisymmetric wall temperature and
unaxisymmetric wall heat flux in axisymmetric radial stagnation-
point flow on a cylinder with simultaneous rotational and axial
movement along with transpiration has been studied. Here, a simi-
larity solution has been obtained for energy equation for some
specific functions of unaxisymmetric wall temperature distribution
and unaxisymmetric wall heat flux. The effects of suction and
blowing, Reynolds number, Prandtl number, and different forms
of unaxisymmetric thermal functions on heat transfer rate have
been discussed for selected cases in self-similar case. The results
presented are found by numerical integration. It is interesting to
note that in the case of self-similar solutions, the Nusselt number
is a constant value with respect to time and position, though wall
temperature or wall heat flux changes with respect to both time
and position.
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he transient critical heat fluxes (CHFs) of the subcooled water
ow boiling for the flow velocities �u=4.0–13.3 m /s�, the inlet
ubcoolings ��Tsub,in=68.08–161.12 K�, the inlet pressures �Pin
718.31–1314.62 kPa�, the dissolved oxygen concentrations

O2=2.94 ppm to the saturated one), and the exponentially in-
reasing heat inputs (Q0 exp�t /��, �=16.82 ms to 15.52 s) are
ystematically measured with an experimental water loop com-
rised of a pressurizer. The SUS304 tubes of the inner diameters
d=3 mm, 6 mm, 9 mm, and 12 mm), heated lengths �L
33.15–132.9 mm�, L /d=5.48–11.08, and wall thickness (�
0.3 mm and 0.5 mm) with the rough finished inner surface (sur-

ace roughness, Ra=3.18 �m) are used in this work. The transient
HF data �qcr,sub=6.91–60 MW /m2� are compared with the val-
es calculated by the steady state CHF correlations against inlet
nd outlet subcoolings. The transient CHF correlations against
nlet and outlet subcoolings are derived based on the experimental
ata. The dominant mechanisms of the subcooled flow boiling
HF for a high heating rate are discussed.

DOI: 10.1115/1.2887850�

eywords: transient critical heat flux, subcooled water flow
oiling, exponentially increasing heat input, short vertical tube

Introduction
A widely and precisely predictable correlation of transient criti-

al heat fluxes �CHFs� for subcooled water flow boiling is neces-
ary to investigate the reliability of a divertor in a nuclear fusion
acility for a short pulse high heat flux test mode. Many research-
rs have experimentally studied the CHFs uniformly heated on the
est tube by a steadily increasing current �1–7�. The transient CHF
xperiments on forced convective boiling were conducted to a
latinum wire in water flowing upward by Kataoka et al. �8� and
o a circular vertical tube using refrigerant-12 as the working fluid
y Celata et al. �9–11�. We have already measured the steady state
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hang Oh.

ournal of Heat Transfer Copyright © 20
CHFs, qcr,sub,st, �2229 points� for a wide range of experimental
conditions to establish the database for designing the divertor of a
helical-type fusion experimental device, which is a large helical
device �LHD� located in the National Institute for Fusion Science,
Japan �12–18�. We have given the steady state CHF correlations
against inlet and outlet subcoolings based on the effects of test
tube inner diameter �d�, flow velocity �u�, inlet and outlet subcool-
ings ��Tsub,in and �Tsub,out�, and ratio of heated length to inner
diameter �L /d� on CHF,

Bo = C1� d
��/g��l − �g��−0.1

We−0.3�L

d
	−0.1

e−�L/d�/�C2Re0.4�Sc*C3

for inlet subcooling ��Tsub,in � 40 K� �1�

Bo = 0.082� d
��/g��l − �g��−0.1

We−0.3�L

d
	−0.1

Sc0.7

for outlet subcooling ��Tsub,out � 30 K� �2�

where C1=0.082, C2=0.53, and C3=0.7 for L /d�around 40 and
C1=0.092, C2=0.85, and C3=0.9 for L /d	around 40. Bo, We,
Sc*, and Sc are the boiling number �=qcr,sub /Ghfg�, Weber number
�=G2d /�l��, nondimensional inlet subcooling �=cpl�Tsub,in /hfg�,
and nondimensional outlet subcooling �=cpl�Tsub,out /hfg�, respec-
tively. Saturated thermophysical properties were evaluated at the
outlet pressure. The correlations against inlet and outlet subcool-
ings can describe the authors’ published steady state CHF data
�2229 points� for the wide ranges of test tube inner diameters �d
=2–12 mm�, heated lengths �L=22–149.7 mm�, L /d
=4.08–74.85, outlet pressures �Pout=159 kPa to 1 MPa�, flow ve-
locities �u=4.0–13.3 m /s�, dissolved oxygen concentrations �O2
=8.63–0.0265 ppm�, and surface roughness �Ra=3.18 �m,
0.26 �m, and 0.14 �m� within 15% difference for inlet subcool-
ings ��Tsub,in=40–151 K� and outlet subcoolings ��Tsub,out
=30–140 K� on test tubes with rough finished �RF�, smooth fin-
ished �SF�, and mirror finished �MF� inner surfaces, although the
CHF data �32 points� with the MF inner surface �Ra=0.14 �m�
are distributed within −30% to +7.6% difference of Eq. �2� for
71.4 K��Tsub,out �108.4 K.

The objectives of the present study are fourfold. First is to
measure the transient CHFs for the wide ranges of test tube inner
diameter, heated length, exponential period, and flow velocity.
Second is to compare those with the values calculated by the
steady state CHF correlations against inlet and outlet subcoolings.
Third is to derive the transient CHF correlations against inlet and
outlet subcoolings based on the experimental data for d ranging
from 3 mm to 12 mm. Fourth is to discuss the mechanisms of the
subcooled flow boiling CHF in a short vertical tube.

2 Experimental Apparatus and Method

2.1 Experimental Water Loop. The schematic diagram of
the experimental water loop comprised of the pressurizer is shown
in Fig. 1. The loop is made of SUS304 stainless steel and is
capable of working up to 2 MPa. The loop has five test sections
whose inner diameters are 2 mm, 3 mm, 6 mm, 9 mm, and
12 mm. Test sections were vertically oriented with water flowing
upward. The four test sections of the inner diameters of 3 mm,
6 mm, 9 mm, and 12 mm were used in this work. The circulating
water was distilled and de-ionized with about 5 M
 cm specific
resistivity. The circulating water through the loop was heated or
cooled to keep a desired inlet temperature by a preheater or a
cooler. The flow velocity was measured by a mass flow meter
using a vibration tube �Nitto Seiko, CLEANFLOW 63FS25, flow
range=100 kg /min and 750 kg /min�. The flow velocity was con-
trolled by regulating the frequency of the three-phase alternating
power source to the canned-type circulation pump �Nikkiso Co.,

3
Ltd., Non-Seal Pump HT24B-B2, pump flow rate=75 m /h,
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ump head=18 m�. The water was pressurized by saturated vapor
n the pressurizer in this work. The pressure at the inlet of the test
ube was controlled within �1 kPa of a desired value by using a
eater controller of the pressurizer.

2.2 Test Section. The cross-sectional view of 3 mm, 6 mm,
mm, and 12 mm inner diameter test sections used in this work is

hown in Fig. 2. The test tubes with three different surface rough-
esses have been generally used. The test tubes with RF and SF
nner surfaces are commercially available. The RF inner surface
as fabricated by annealing the test tubes first in the atmosphere
f air and was then acidized, while the SF inner surface was
abricated by annealing the test tubes in the atmosphere of hydro-
en gas. The SF inner surface test tube was polished up to around
5 �m deep by the electrolytic abrasive treatment to realize the
F one. The RF inner surface test tube was mainly used in this
ork. The wall thickness of the test tube � was 0.3 mm and
.5 mm. The inner surface condition of the test tube was observed
y the SEM photograph, and the inner surface roughness was
easured by Tokyo Seimitsu Co., Ltd.’s surface texture measuring

nstrument �SURFCOM 120A�. Figure 3 shows the SEM photo-
raph of the test tube with a RF inner surface. The inner surface
oughness is measured to be 3.18 �m for Ra, 27.28 �m for Rmax,
nd 21.16 �m for Rz. The silver-coated 5 mm thickness copper-
lectrode plates to supply heating current were soldered to the
urfaces of both ends of the test tube. Both ends of the test tube
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4 mm thickness. The test tube was also thermally insulated from
tmosphere with a Bakelite block 120 mm wide, 80 mm deep, and
mm high.

2.3 Method of Heating Test Tube. The test tube was heated
ith an exponentially increasing heat input supplied from a direct

urrent source �Takasago Ltd., NL035-500R, dc 35 V, 3000 A�
hrough the two copper electrodes shown in Fig. 4. The common

Fig. 3 SEM photograph of the rough finished inner surface

Power

Shut off

Signal

Shut off

Temperature
Comparator

Electronic

Switch

Heat Input Control Block

Digital

Computer

A/D

Converter

D/A

Converter

Amplifiers

Display Printer

Data Processing Block

Data Signal
8 channels

VT VR VTLi
VI

VPi
VPoVF VTLo

Heat Input

Signal
A

-

+

Fig. 4 Measurement and d

ournal of Heat Transfer
specifications of the direct current source are as follows. The
constant-voltage �CV� mode regulation is 0.005% +3 mV of full
scale, the CV mode ripple is 500 �V rms or better, and the CV
mode transient response time is less than 200 �s �typical� against
5% to full range change of load. The transient CHFs, qcr,sub, were
realized by an exponentially increasing heat input to the test tube.
At the CHF, the test tube average temperature rapidly increases.
The current for the heat input to the test tube was automatically
cut off when the measured average temperature increased up to
the preset temperature, which was several tens of kelvin higher
than corresponding CHF surface temperature. This procedure
avoided the actual burnout of the test tube. Details of the preset
temperature are shown in the Appendix.

2.4 Measurement of CHF, Temperature, and Pressure for
the Test Tube. The transient average temperature of the test tube
was measured with resistance thermometry, participating as a
branch of a double bridge circuit for the temperature measure-
ment. The output voltages from the bridge circuit, together with
the voltage drop across the two electrodes and across a standard
resistance, were amplified and were then sent via a digital-analog
�D/A� converter to a digital computer. These voltages were simul-
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aneously sampled at a constant interval ranging from
0 �s to 200 ms. The average temperature of the test tube was
alculated with the aid of a previously calibrated resistance-
emperature relation. The heat generation rate in the test tube was
alculated from the measured voltage difference between the po-
ential taps of the test tube and the standard resistance. The sur-
ace heat flux is the difference between the heat generation rate
er unit surface area and the rate of change of energy storage in

he test tube obtained from the faired average temperature T̄ ver-
us time t curve as follows:

q�t� =
V

S
�Q�t� − �c

dT̄

dt
	 �3�

here �, c, V, and S are the density, the specific heat, the volume,
nd the inner surface area of the test tube, respectively. The inner
urface temperature was also obtained by solving the heat conduc-
ion equation in the test tube under the conditions of measured
verage temperature and heat generation rate of the test tube.

In the case of the 3 mm, 6 mm, 9 mm, and 12 mm inner diam-
ter test sections, before entering the test tube, the test water flows
hrough the tube with the same inner diameter of the test tube to
orm the fully developed turbulent velocity profile. The entrance
ube lengths Le are given as 240 mm, 333 mm, 333 mm, and
33 mm �Le /d=80, 55.5, 37, and 27.75�, respectively. The values
f Le /d for d=3–12 mm in which the centerline velocity reaches
9% of the maximum value for the turbulent flow were obtained,
anging from 9.8 to 21.9 by the correlation of Brodkey and Her-
hey �19� as follows:

Le

d
= 0.693Re1/4 �4�

he inlet and outlet liquid temperatures were measured by 1 mm
utside diameters, sheathed, K-type thermocouples �Nimblox,
heath material: SUS316, hot junction: ground, response time
63.2%�: 46.5 ms�, which are located at the centerline of the tube
t the upper and lower stream points of 262 and 53 mm from the
ube inlet and outlet points for the 3 mm inner diameter test sec-
ion, and of 283 mm and 63 mm from those points for the 6 mm,

mm, and 12 mm inner diameter ones. The outlet liquid tempera-
ures were performed corrections of time to account for the instru-

ent lag. The values of the time lag for u=4.0–13.3 m /s were
3.25–3.98 ms for the d=3 mm test section, and 15.75–4.73 ms
or d=6 mm, 9 mm, and 12 mm ones, respectively. The inlet and
utlet pressures were measured by the strain gauge transducers
Kyowa Electronic Instruments Co., LTD., PHS-20A, natural fre-
uency: approximately 30 kHz�, which were located near the en-
rance of conduit at upper and lower stream points of 53 mm from
he tube inlet and outlet points for the d=3 mm test section and of
3 mm from those points for d=6 mm, 9 mm, and 12 mm ones.
he thermocouples and the transducers were installed in the con-
uits, as shown in Fig. 2. The inlet and outlet pressures were
alculated from the pressures measured by inlet and outlet pres-
ure transducers as follows:

Pin = Pipt − 
�Pipt�wnh − �Popt�wnh� �
Lipt

Lipt + L + Lopt
�5�

Pout = Pin − �Pin − Popt� �
L

L + Lopt
�6�

here Lipt=0.053 m and Lopt=0.053 m for the 3 mm inner diam-
ter test section, and Lipt=0.063 m and Lopt=0.063 m for the
mm, 9 mm, and 12 mm inner diameter ones.
Dissolved air concentration of the test water in the loop is con-

rolled by the following procedure. Before each experiment, the
oom over the water level in the pressurizer is first evacuated with
he vacuum pump. The water is degassed under the vacuum con-

itions at least for 30 min. The water temperature in the loop is
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around 298 K. Then, the water in the pressurizer is heated up to
373 K by the immersion heater installed into it while the water in
the main loop is kept around 298 K. After that, dissolved air in the
loop is removed by using a degassing membrane module �Dain-
ippon Ink and Chemicals Inc., Separel KD0-15-5D�. During this
procedure, dissolved oxygen concentration is monitored by a low
level dissolved oxygen meter �Toa DKK, Model DODI-1�. Figure
5 shows the relations between saturated dissolved oxygen concen-
tration �O2�, nitrogen one �N2�, and air one �air� versus water
temperature at atmospheric pressure �20�. The ratio of saturated
air concentration to the oxygen one is also shown in the figure.
The value of air /O2 ranges from 2.61 to 2.76 in the whole tem-
perature range and almost 2.65 at the liquid temperature of around
298 K. The measured dissolved oxygen concentration can be di-
rectly related to the dissolved air concentration by using the ratio
of 2.65.

Experimental errors are estimated to be �1 K in inner tube
surface temperature and �2% in heat flux. Inlet flow velocity,
inlet and outlet subcoolings, inlet and outlet pressures, dissolved
oxygen concentration, and exponential period were measured
within the accuracy �2%, �1 K, �1 kPa, �1% and �2%, re-
spectively.

3 Experimental Results and Discussion

3.1 Experimental Conditions. Transient heat transfer �HT�
processes caused by exponentially increasing heat inputs,
Q0 exp�t /��, were measured for the test tubes. The exponential
period � of the heat input ranged from 16.82 ms to 15.52 s. The
decrease of period means an increase in the rate of increasing heat
input. The initial experimental conditions such as inlet flow ve-
locity, inlet subcooling, outlet pressure, dissolved oxygen concen-
tration, and exponential period for the flow boiling CHF experi-
ments were independently determined before each experimental
run.

The experimental conditions were as follows:

Heater material 304 stainless steel
Surface condition rough finished inner surface
Surface roughness 3.18 �m for Ra, 27.28 �m for

Rmax, and 21.16 �m for Rz
Inner diameter �d� 3 mm, 6 mm, 9 mm, and 12 mm
Heated length �L� 33.15 mm, 60 mm, 49.3 mm, and

132.9 mm
L /d 5.48–11.08
Wall thickness ��� 0.3 mm and 0.5 mm
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Fig. 5 The relations between saturated dissolved oxygen con-
centration „O2…, nitrogen one „N2…, air one „air… and air /O2, and
water temperature
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issolved oxygen
oncentration
O2�

2.94 ppm to saturated one

nlet flow velocity
u�

4.0 m /s, 6.9 m /s, 9.9 m /s, and
13.3 m /s

nlet pressure
Pin�

718.31–1314.62 kPa

utlet pressure
Pout�

771.32–1293.38 kPa

nlet subcooling
�Tsub,in�

68.08–161.12 K

utlet subcooling
�Tsub,out�

52.33–150.71 K

nlet liquid
emperature �Tin�

296.10–375.49 K

xponentially
ncreasing heat
nput �Qv�

Q0 exp�t /��,
�=16.82 ms to 15.52 s

3.2 Critical Heat Flux. Figures 6–9 show the transient
HFs, qcr,sub, for the test tube inner diameters �d=3 mm, 6 mm,
mm, and 12 mm�, the heated lengths �L=33.15–132.9 mm�,
/d=5.48–11.08, and wall thickness ��=0.3 mm and 0.5 mm�
btained for the exponential periods � ranging from
6.82 ms to 15.52 s at the inlet subcoolings �Tsub,in of around
0 K, 90 K, and 145 K. The exponential period represents the
-fold time of heat input. As shown in figures, the qcr,sub are al-
ost constant for the exponential periods from 800 ms to 15.52 s,

nd they become higher with the decrease in exponential period
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ig. 6 The qcr,sub for d=3 mm and L=33.15 mm with the rough
nished inner surface at �Tsub,in=145 K for �=16.82 ms to
5.52 s
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ig. 7 The qcr,sub for d=6 mm and L=60 mm with the rough
nished inner surface at �Tsub,in=145 K for �=38.07 ms to

.22 s

ournal of Heat Transfer
from around 800 ms. The corresponding curves for the flow ve-
locities obtained from the steady state CHF correlation against
inlet subcooling �Eq. �1��, are also shown in the figure. The
qcr,sub,st for higher flow velocities seem to be slightly lower than
the predicted values although the data for lower flow velocities
appear to be well expressed by Eq. �1� in the experimental range
for the exponential period greater than 800 ms. The transient
CHFs in the whole experimental range become higher with an
increase in flow velocity at a fixed exponential period, as shown in
Figs. 6–9. The changes of dissolved gas concentration from
2.94 ppm to a saturated one showed very little effect on the tran-
sient CHFs under the wide range of heating rate in this work.

3.2.1 Steady State CHF. Figures 10 and 11 show the ratios of
the steady state CHF data obtained in this work �57 points� to the
corresponding values calculated by Eqs. �1� and �2� versus
�Tsub,in and �Tsub,out, respectively. Most of the data for the tested
range of �Tsub,in and �Tsub,out �68.08 K��Tsub,in�161.12 K and
61.35 K��Tsub,out�131.35 K� are within 15% difference of Eqs.
�1� and �2�, respectively.

3.2.2 Transient CHF. For power transient experiments, the
rate of increasing heat input is very high. It takes time to form the
fully developed temperature profile in the test tube because of
some heat capacity. Then, the temperature profile in the thermal
boundary layer on the test tube surface grows, and vaporization
occurs. Furthermore, it takes time to occur the hydrodynamic in-
stability on the vapor-liquid interface at the CHF. Namely, it is
explained to be a result of the time lag of the formation of the
transient CHF for the increasing rate of the heat input. The experi-
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Fig. 8 The qcr,sub for d=9 mm and L=49.3 mm with the rough
finished inner surface at �Tsub,in=90 K for �=25.61 ms to 8.91 s

10-1 1 100

10

20

30

q c
r,

su
b(

M
W

/m
2 )

d=12 mm
L=132.9 mm
L/d=11.075
Pin=747.45-1120.40 kPa
O2=Saturated one

� (s)

u
4.0 m/s
Eq. (1)
Eq. (8)

Eq. (1)
Eq. (8)

�Tsub,in=70 K

�Tsub,in=90 K

u
4.0 m/s
6.9 m/s

Fig. 9 The qcr,sub for d=12 mm and L=132.9 mm with the rough
finished inner surface at �Tsub,in=70 K and 90 K for �=85.51 ms

to 7.92 s
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ental results of the transient CHFs, qcr,sub, for d=3 mm, 6 mm,
mm, and 12 mm are shown in Fig. 12 on the ratios of the dif-

erence between the transient CHF, qcr,sub, and the steady state
nes, qcr,sub,st, to the qcr,sub,st, �qcr,sub-qcr,sub,st� /qcr,sub,st, versus the
ondimensional exponential period, �u / 
� /g / ��l−�g��0.5, graph
ith the flow velocity as a parameter. The ratios become linearly
igher with the decrease in the �u / 
� /g / ��l−�g��0.5. The slope on
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the log-log graph is almost constant at about −0.6 for the flow
velocities ranging from 4.0 m /s to 13.3 m /s. These data can also
be expressed by the following empirical correlation �21–23�:

qcr,sub − qcr,sub,st

qcr,sub,st
= 11.4� �u

��/g��l − �g��−0.6

�7�

where L / 
� /g / ��l−�g��0.5 is the dimensionless characteristic
length associated with Taylor instability. The correlation can de-
scribe the CHF data �286 points� for the inner diameters of 3 mm,
6 mm, 9 mm, and 12 mm at the outlet pressure of around 800 kPa
and 1100 kPa obtained in this work within 30% �256 out of 286�
for 68.08 K��Tsub,in�161.12 K, as shown in Fig. 12.

3.3 Transient CHF Correlation Against Inlet Subcooling.
The ratios of transient CHF data for the wide range of exponential
periods �286 points� to the corresponding values calculated by the
steady state CHF correlation against inlet subcooling �Eq. �1��, are
almost constant for the �u / 
� /g / ��l−�g��0.5 greater than around
1500 and equivalent to unity, and it becomes higher with the
decrease in nondimensional period from around 1500. Moreover
the values of the transient CHF almost become two times as large
as the steady state ones at the nondimensional exponential period
of 57.8. The transient CHF correlation against inlet subcooling for
a wide range of exponentially increasing heat inputs �Q0 exp�t /��,
�=16.82 ms to 15.52 s� is derived as follows based on the effect
of the nondimensional exponential period clarified in this work:

Bo = C1� d
��/g��l − �g��−0.1

We−0.3�L

d
	−0.1

e−�L/d�/�C2Re0.4�Sc*C3

��1 + 11.4� �u
��/g��l − �g��−0.6

for inlet subcooling ��Tsub,in � 40 K� �8�

where C1=0.082, C2=0.53, and C3=0.7 for L /d�around 40 and
C1=0.092, C2=0.85, and C3=0.9 for L /d	around 40. The corre-
sponding curves for the flow velocities obtained from Eq. �8� are
also shown in Figs. 6–9 for comparison. The qcr,sub appear to be
well expressed by Eq. �8� in the wide range of the exponential
periods tested here.

The ratios of transient CHF data �286 points� to the correspond-
ing values calculated from the transient CHF correlation against
inlet subcooling �Eq. �8�� are shown versus the nondimensional
exponential period, �u / 
� /g / ��l−�g��0.5, for d=3 mm, 6 mm,
9 mm, and 12 mm in Fig. 13. Most of the data for increasing heat
input �Q0 exp�t /��, �=16.82 ms to 15.52 s� are within a range of
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15% when compared with Eq. �8� for the wide ranges of the test
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ube inner diameters. It was confirmed that the equation can be
pplicable for the wider range of d and L /d tested in this work.

3.4 Transient CHF Correlation Against Outlet Subcooling.
t can be considered that the transient CHFs are determined not by
he inlet conditions but by the outlet ones. The ratios of transient
HF data for the wide range of exponential periods �286 points�

o the corresponding values calculated by the steady state CHF
orrelation against outlet subcooling �Eq. �2�� are shown versus
he nondimensional exponential period, �u / 
� /g / ��l−�g��0.5, in
ig. 14. The ratios are almost constant for the nondimensional
xponential period, �u / 
� /g / ��l−�g��0.5, higher than 500 and
quivalent to unity, and they become higher with the decrease in
he nondimensional exponential period from around 500. More-
ver, the values of the transient CHFs become two times as large
s the steady state ones at the nondimensional exponential period
f 21.7. The transient CHF correlation against outlet subcooling
or the wide range of exponentially increasing heat inputs
Q0 exp�t /��, �=16.82 ms to 15.52 s� is derived as follows based
n the effect of the nondimensional exponential period clarified in
his work:

Bo = 0.082� d
��/g��l − �g��−0.1

We−0.3�L

d
	−0.1

Sc0.7

��1 + 6.34� �u
��/g��l − �g��−0.6

for outlet subcooling ��Tsub,out � 30 K� �9�
he ratios of transient CHF data for the wide range of exponential
eriods �286 points� to the corresponding values calculated from
he transient CHF correlation against outlet subcooling �Eq. �9��
re shown versus the nondimensional exponential period,
u / 
� /g / ��l−�g��0.5, for d=3 mm, 6 mm, 9 mm, and 12 mm in
ig. 15. Most of the data for increasing heat inputs �Q0 exp�t /��,
=16.82 ms to 15.52 s� are within the range of 15% when com-
ared with Eq. �9�.

Even in the steady state CHF experiments, the test tube is
ometimes heated by increasing a current step by step. The step
ncrease of the heat input induces instantaneously a very high
eating rate in the test tube. We have assumed that surface rough-
ess, dissolved gas concentration, and heating rate will affect the
ncipient boiling superheat and the nucleate boiling HT up to the
HF. Incipient boiling superheat may shift to a high value at a low
issolved gas concentration and a high heating rate, and direct
ransition to film boiling already observed in a pool of liquid
itrogen and water �24� may occur in such a case. This may be the
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ig. 14 Ratios of qcr,sub for the wide range of exponential pe-
iods „286 points… to corresponding values calculated by Eq.
2… versus �u / ˆ� /g /�l−�g…‰

0.5
ause of very few published data �3,6,7� that were about half or

ournal of Heat Transfer
fewer than those given by our CHF correlations �12,13,16�. How-
ever, changes of surface roughness from rough to mirror within
the commercially obtainable pipes showed very little effect on
incipient boiling superheat, nucleate boiling HT, and transient
CHFs under the wide range of dissolved gas content and heating
rate �14,15,21–23�. The qcr,sub at a fixed flow velocity are also
constant for the exponential period longer than 800 ms, and they
become monotonously higher with the decrease in the exponential
period from the value. Further, no direct transition to film boiling
and no trend of a decrease in CHF with a decrease in the expo-
nential period in a smaller exponential period range was observed
for the inner diameters �d=3 mm, 6 mm, 9 mm, and 12 mm� with
the RF surface �Ra=3.18 �m� used here even at the highest heat-
ing rate �Q0 exp�t /��, �=16.82 ms� and the lowest dissolved oxy-
gen concentration �O2=2.94 ppm�, as shown in Figs. 6–9.

4 Conclusions
The CHFs of subcooled water flow boiling for the inner diam-

eters �d=3 mm, 6 mm, 9 mm, and 12 mm�, the heated lengths
�L=33.15–132.9 mm�, and L /d=5.48–11.075 with the inner sur-
face of RF are systematically measured for the wide ranges of the
dissolved oxygen concentrations �O2=2.94 ppm to a saturated
one�, the flow velocities �u=4.0–13.3 m /s�, the inlet subcoolings
��Tsub,in=68.08–161.12 K�, the outlet subcoolings ��Tsub,out
=52.33–150.71 K�, the inlet pressures �Pin=718.31–
1314.62 kPa�, the outlet pressures �Pout=771.32–1293.38 kPa�,
and the exponentially increasing heat inputs �Q0 exp�t /��, �
=16.82 ms to 15.52 s�. Experimental results lead to the following
conclusions.

�1� The transient CHFs, qcr,sub, for d=3 mm, 6 mm, 9 mm, and
12 mm are almost constant for the exponential periods
greater than 800 ms, and they become higher with the de-
crease in the exponential period from around 800 ms. The
transient CHFs become higher with an increase in flow ve-
locity at a fixed exponential period.

�2� Most of the steady state CHF data �57 points� with the RF
inner surface for �Tsub,in and �Tsub,out are within 15% dif-
ference of Eqs. �1� and �2� in the steady state experimental
range.

�3� The ratios of the difference between the transient CHF,
qcr,sub, and the steady state ones, qcr,sub,st, to the qcr,sub,st
become linearly higher with the decrease in the nondimen-
sional exponential period, �u / 
� /g / ��l−�g��0.5. The slope
on the log-log graph is almost constant at about −0.6, with
the flow velocity ranging from 4.0 m /s to 13.3 m /s.

�4�
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The correlation expressed by �qcr,sub−qcr,sub,st� /qcr,sub,st, Eq.
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�7�, can describe the CHF data �256 points� for the inner
diameters of 3 mm, 6 mm, 9 mm, and 12 mm at the outlet
pressures of around 800 kPa and 1100 kPa obtained in this
work within a 30% difference.

�5� The transient CHF correlations against inlet and outlet sub-
coolings, Eqs. �8� and �9�, for the wide range of the expo-
nentially increasing heat inputs �Q0 exp�t /��, �
=16.82 ms to 15.52 s� are derived based on the effect of
the nondimensional exponential period clarified for d rang-
ing from 3 mm to 12 mm in this work. Most of the data
�286 points� for the increasing heat inputs �Q0 exp�t /��, �
=16.82 ms to 15.52 s� are within the range of 15% when
compared with Eqs. �8� and �9�, respectively.

�6� The ratios of transient CHF data �286 points� for the wide
ranges of the exponential periods �Q0 exp�t /��, �
=16.82 ms to 15.52 s� and the inner diameters �d=3 mm,
6 mm, 9 mm, and 12 mm� to the corresponding values cal-
culated from the steady state CHF correlations against inlet
and outlet subcoolings �Eqs. �1� and �2��, are constant for
the �u / 
� /g / ��l−�g��0.5 greater than 1500 and 500, and
equivalent to unity, and they become higher with the de-
crease in nondimensional exponential period from the val-
ues up to two times of the steady state ones at the nondi-
mensional exponential periods of 57.8 and 21.7,
respectively.

�7� Neither a direct transition to film boiling nor a trend of a
decrease in CHF with a decrease in the exponential period
in a smaller exponential period range was observed on the
RF surface �Ra=3.18 �m� used here even at the highest
heating rate �Q0 exp�t /��, �=16.82 ms� and the lowest dis-
solved oxygen concentration �O2=2.94 ppm�.
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omenclature
a, b, c  fitted constant in Eqs. �A4� and �A5�

Bo  qcr,sub /Ghfg, boiling number
C1, C2, C3  constant in Eqs. �1� and �8�

c  specific heat, J/kg K
cp  specific heat at constant pressure, J/kg K
d  test tube inner diameter, m
G  �lu, mass flux, kg /m2 s
g  acceleration of gravity, m /s2

hfg  latent heat of vaporization, J/kg
I  current flowing through standard resis-

tance, A
L  heated length or characteristic length, m

Le  entrance length, m
Lipt  distance between inlet pressure trans-

ducer and inlet of the heated section, m
Lopt  distance between outlet pressure trans-

ducer and outlet of the heated section, m
L
� /g / ��l−�g��0.5  dimensionless characteristic length asso-

ciated with Taylor instability
O2  dissolved oxygen concentration, ppm
P  pressure, kPa

Pin  pressure at inlet of heated section, kPa
Pipt  pressure measured by inlet pressure

transducer, kPa
Pout  pressure at outlet of heated section, kPa
Popt  pressure measured by outlet pressure

transducer, kPa
Q  heat input, W

3
Qv  heat input per unit volume, W /m

54503-8 / Vol. 130, MAY 2008
Q0  initial exponential heat input, W /m3

q  heat flux, W /m2

qcr,sub  transient CHF for subcooled condition,
W /m2

qcr,sub,st  steady state CHF for subcooled condi-
tion, W /m2

R1 to R3  resistance in a double bridge circuit, 

Ra  average roughness, �m
Re  =Gd /�l, Reynolds number

Rmax  maximum roughness depth, �m
Rz  mean roughness depth, �m

r  resistance in a double bridge circuit, 

rtrip  trip resistance, 


S  surface area, m2

Sc  cpl��Tsub,out�cal /hfg , =cpl�Tsub,out /hfg,
nondimensional outlet subcooling

Sc*  cpl�Tsub,in /hfg, nondimensional inlet
subcooling

T  temperature of the test tube, K

T̄, Tav  average temperature of the test tube, K
Tin  inlet liquid temperature, K

Tout  outlet liquid temperature, K
Tsat  saturation temperature, K
Ttrip  trip temperature, K

t  time, s
�Tsub,in  �Tsat−Tin�, inlet liquid subcooling, K

�Tsub,out  �Tsat−Tout�, outlet liquid subcooling, K
u  flow velocity, m/s
V  volume, m3

VT  unbalance voltage in a double bridge
circuit, V

�VT�trip  trip voltage, V
We  G2d /�l�, Weber number

�  step temperature, K
�  wall thickness, mm
�  thermal conductivity, W/mK
�  density, kg /m3

�  surface tension, N/m
�  exponential period, s

Subscripts
cr  CHF
g  vapor

in  inlet
out  outlet

l  liquid
sat  saturated conditions

sub  subcooled conditions
wnh  with no heating

Appendix: Method of Calculation of Preset Tempera-
ture

The subcooled flow boiling HT and transient CHF for the wide
ranges of the flow velocity, the inlet subcooling, the inlet pressure,
and the exponentially increasing heat input �Q0 exp�t /��� are sys-
tematically measured. We have given the steady state CHF corre-
lations against inlet and outlet subcoolings based on the effects of
test tube inner diameter �d�, flow velocity �u�, inlet and outlet
subcoolings ��Tsub,in and �Tsub,out�, and ratio of heated length to
inner diameter �L /d� on CHF. The relation between the steady
state CHF, qcr,sub,st, and the average temperature of the test tube at
CHF, �Tav�cr, for a given experimental condition could be roughly
estimated by using boiling curve database and CHF correlation.
The power trip temperature �preset temperature� is given as fol-

lows:
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Ttrip = �Tav�cr + � �A1�

here � is increased step by step from 0 to some hundred kelvins
ntil the measured test tube surface temperature rapidly jumps
rom the nucleate boiling HT regime to the film boiling one. The
aximum value of the heat flux, q, which is larger than the

cr,sub,st is given, and that of the heat input per unit volume, Qv,
or the test tube is calculated as follows:

q = qcr,sub,st + �q �A2�

Qv = q
�dL

�
�d + 2��2 − d2�L/4
�A3�

he electrical resistance of the test tube is measured at various
emperatures before each experiment, and the relationship be-
ween the electrical resistance and temperature is calibrated by the
ollowing approximate form:

r = a�1 + bT + cT2� �A4�

here a, b, and c are fitted values based on the measured data.
he electrical resistance of the power trip for the test tube, rtrip, is
btained by substituting the power trip temperature, Ttrip, into Eq.
A4�,

rtrip = a�1 + bTtrip + cTtrip
2 � �A5�

he schematic of a double bridge circuit is shown in Fig. 4. The
urrent I through the standard resistance Rs can be regarded as
hat through the test tube. Therefore, the heat generation of the test
ube, Q, is expressed by the following form. The current at the
ower trip temperature is calculated,

Q = I2rtrip = Qv
�
�d + 2��2 − d2�L

4
�A6�

I =�Qv
�
�d + 2��2 − d2�L

4rtrip
�A7�

he double bridge circuit is balanced for a small current at a
iquid temperature. When the direct current is supplied to the test
ube, the electrical resistance of the test tube increases. As a result,
he unbalance voltage VT is expressed by means of Ohm’s low.
he power trip voltage �VT�trip at the power trip temperature is
alculated as the following form:

�VT�trip =
I�rtrip � R2 − R1 � R3�

R2 + R3
�A8�

he value of �VT�trip is given the comparator in Fig. 4 as the preset
emperature to avoid test tube damage. This procedure avoided
ctual burnout of the test tube.
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oiling Heat Transfer Rates for Small
recisely Placed Water Droplets
n a Heated Horizontal Plate

ally M. Sellers
eneral Dynamics Land Systems,
allahassee, FL 32303
-mail: sellersm@gdls.com

. Z. Black
eorge W. Woodruff School of Mechanical Engineering,
eorgia Institute of Technology,
tlanta, GA 30332-0405

-mail: william.black@me.gatech.edu

wo small horizontal surfaces, heated to temperatures up to
20°C, were cooled by small (50–300 mm diameter) room-
emperature droplets at 1 atmosphere pressure. One surface was a
0�10 mm thin-film nichrome heater that was used to measure
eat fluxes below 100 W/cm2. The other surface, used for fluxes in
xcess of 100 W/cm2, was a solid copper heater with an 8�8 mm
xposed surface. A continuous jet droplet generator coupled with
wo mutually perpendicular deflection plates was used to manipu-
ate the path of constant diameter water droplets so that the im-
act of the drops could be precisely located on the heated sur-
aces. The droplet generator and the deflection plates were
mployed so that the effect of the impact frequency, droplet diam-
ter, droplet velocity and spacing on the resulting heat transfer
ates could be studied under controlled conditions. Optimal drop-
et spacing between 0.75 and 1.5 times the droplet diameter in-
reased the critical heat flux approximately 30 percent above the
alue that was achieved when the drops were deposited in one
ocation. For area-averaged mass flow rates less than about 0.08
/(cm2s), there was no trend in the critical heat flux with the
eber number. However, for larger mass flux rates, the critical
eat flux increased with an increasing Weber number. The mea-
ured critical heat flux values were roughly twice the heat flux of
raditional pool boiling for identical superheat temperatures. Two
roplet cooling dimensionless critical heat flux correlations are
roposed as a function of Weber and Strouhal numbers; one for a
ingle stream of drops and the other for drops that are spaced
cross the heated surface. The correlation for the spaced droplets
s a function of a dimensionless droplet spacing on the heater.
DOI: 10.1115/1.2884183�

eywords: two phase heat transfer, evaporative cooling, spray
ooling, droplet evaporation

ntroduction
Nucleate boiling of a liquid on a heated surface is known to be

very effective technique for dissipating a large amount of heat at
oderate temperature differences while maintaining small fluc-

uations in the temperature of the heated surface. In general, drop-
et impact cooling has been shown to exhibit the same type of heat
ransfer characteristics as traditional pool boiling �1,2�, and it has
he capability to exceed the heat transfer rates that are experienced
nder normal pool boiling conditions �3–6�. If the impacting drop-
ets are regulated properly and judiciously deposited on the sur-
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face in a precise pattern, a stable, uniformly thin film can
be created and relatively high heat transfer rates can be
accomplished.

This study differs in a number of fundamental ways from pre-
vious work in the area of spray or droplet cooling. Most previous
work in the area of spray cooling involves droplets with a range of
diameters, and they are often propelled to the surface at high
velocities with the aid of a secondary fluid �7–9�. In the current
study, the drops simply fall toward the surface under the influence
of gravity and therefore the heat flux values reported here can be
expected to fall short of other heat flux values reported for air-
assisted droplet experiments. Critical heat flux values for air-
assisted sprays have been reported as high as 1180 W /cm2 or
almost four times greater than values measured in this investiga-
tion. However, the water flow rates for the air-assisted spray stud-
ies were nearly twice that required to achieve the measured heat
transfer rate, resulting in a significant amount of liquid leaving the
heated surface without experiencing a phase change.

Nearly all spray cooling studies involve the impact of the drops
on the surface in which the size of drops cannot be precisely
regulated or their trajectory cannot be accurately predicted. Also,
many droplet cooling studies have concentrated on the heat trans-
fer rates that result when drops impact only a single location on
the surface �10,11�. In contrast, this study considers only a uni-
form droplet size and all drops are deposited on the heated surface
at a low velocity. Furthermore, the method of producing the drops
and directing their precise path lend itself to control of the drop
size, frequency, and impact spot on the heated surface.

Experimental Apparatus
The method of generating monodispersed sprays for this study

was based on the controlled breakup of liquid jets first proposed
by Rayleigh in the late 1800s �12–15�. The continuous stream of
room temperature distilled and de-ionized water that was formed
at the single hole in the orifice plate was decomposed into uni-
form, small diameter drops as the nozzle was vibrated by a piezo-
electric driver mounted within the droplet generator. Generating
frequencies ranged between 2.5 kHz and 38 kHz produced droplet
diameters between 97 �m and 392 �m. The drops were charged
as they passed between the two electrodes, and they were subse-
quently deflected by two sets of charged orthogonal plates. The
deflection process controlled the path of the droplets and therefore
the flight of the droplets could be directed in two dimensions to
completely cover the heater surface in a predetermined pattern.
Two different types of heated surfaces were utilized in the tests, a
nichrome thin-film heater and a higher heat flux copper block
heater. For a complete description of the heaters, refer to Ref.
�16�.

Images of the droplet patterns and boiling process were re-
corded with a video system and single images were used to deter-
mine the droplet diameter, velocity, frequency, and patterns as the
droplets impacted the surface.

Test Protocol
The driver frequency was selected to provide a stable, uniform

droplet production that did not contain satellite drops. The droplet
mass flow rate, velocity, and frequency were used to select the
voltage wave forms that were applied to the charging electrodes
and the horizontal deflection plates, thereby producing the desired
droplet pattern and spacing. Temperature and heat flux data were
continually recorded as the heater temperature increased and data
were collected as the heat flux exceeded the critical value.

A detailed error analysis was carried out to determine the ex-
perimental errors that could be expected when both the nichrome
and copper heaters were used. Measurements on the nichrome
heater resulted in uncertainty errors in the heat flux of less than

4% and uncertainty in average surface temperatures of less than

MAY 2008, Vol. 130 / 054504-108 by ASME
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.32°C. When the copper heater was used, the uncertainty in the
eat flux values was less than 9% and the uncertainty in the av-
rage surface temperature was less than 1°C.

esults
The heat transfer results can be expressed as a function of the

roplet spacing ratio �S=s /D�, which is defined as the ratio of the
enterline distance between adjacent drops on the surface to the
etted diameter of the drop after it comes to rest on the heater

urface.The value of droplet wetted diameter was calculated from
correlation originally developed by Kurabayashi et al. �17� and

ater modified by Yang �18�.
A total of 407 critical heat flux tests were performed, and of

hose, 52 utilized the nichrome heater. To assure the consistency
f the test data, approximately 10% of the tests were randomly
epeated for the same droplet conditions. These tests confirmed
hat for a given heater, the heat flux values were repeatable within
.5% and the surface temperatures at the critical heat flux were
epeatable within 4°C. Additionally, to justify a comparison of the
ata regardless of heater design, the CHF was measured for com-
on droplet parameters and various impact spacings on both heat-

rs. The measured CHF data for both heaters compared favorably
ith the largest difference of 9.9%.
Critical heat flux measurements for four droplet sizes and a

xed area-averaged mass flow rate are shown in Fig. 1 as a func-
ion of the droplet spacing ratio. The results in Fig. 1 show the

oderate optimum that exists in the critical heat flux regardless of
rop diameter. The optimum spacing ratio occurs when the drops
re placed so that they just touch one another �S=1� and form a
niform, thin film once they spread on the surface.

The droplet velocity could be varied by changing the pressure
n the water supply tank. For all of the tests conducted, the droplet
elocities varied from a minimum value of 2.5 m /s to a maximum
alue of 9.1 m /s. If all other parameters are held constant while
he drop velocity is varied over its maximum range, the critical
eat flux values remained nearly constant with variations of up to
nly a few percent. Changes in the critical heat flux value were
hown to be far more influenced by the droplet size, mass flow
ate, and spacing than on the droplet velocity.

A quantity defined as the cooling effectiveness � was used to
uantify the efficiency of the droplets that cooled the surface. As
ith other researchers �19�, this parameter is defined as the ratio
f the critical heat flux to the theoretical maximum heat removal
ate or

� =
qCHF�

ṁi��cp�Tsat − T�� + hfg�
�1�

he cooling effectiveness values measured with both heater de-

Fig. 1 Critical heat flux as a function of spacing ratio
igns are shown in Fig. 2 for various droplet mass flow rates. The

54504-2 / Vol. 130, MAY 2008
spread in data shown in Fig. 2 can be expected. A fixed value of
area-averaged mass flow rate can be achieved by many combina-
tions of droplet properties. Identical flow rates can be produced by
many small closely spaced drops, deposited at a high refresh fre-
quency or by a few large, widely spaced drops, propelled at a low
refresh rate. Therefore, the results in Fig. 2 disguise the influence
of droplet size, spacing, and refresh rate and show the trend in
effectiveness only as a function of a single variable. In general,
however, the droplet cooling effectiveness decreases with an in-
crease in the water mass flow rate. Therefore, as the mass flow
increases, a smaller percentage of the liquid is vaporized on the
surface and more of the water does not remain on the heater and
change phase. The limit for very high mass flow rates would be
the conditions that would exist for submerged pool boiling.

Critical heat flux correlations were determined in terms of the
Weber and Strouhal numbers, which have traditionally been used
in boiling correlations that involve periodic phenomena
�10,19,20�. Two correlations are proposed, one for a single point
of droplet impact �S=0� and another for spaced points of impact
�S�0�. The Weber number in the following correlations is defined
as

We =
��2d

�
�2�

and the Strouhal number is defined as

St =
fd

�
�3�

This form of the Strouhal number is based on the refresh fre-
quency, which is defined as the frequency that a droplet impacts a
fixed location on the heater. The refresh frequency is more indica-
tive of the heat transfer from the surface and is used instead of the
droplet generation frequency, because drops that leave the orifice
do not necessarily reach the surface at the generation frequency.

The dimensionless critical heat flux that is used in the following
correlations is defined as

q
*� =

qCHF�

ṁi�hfg

�4�

For a droplet stream impacting a single location �S=0�, the cor-
relation for the dimensionless critical heat flux was determined to
be

q
*
m = 1.1145 We−0.1202 St−0.1431 for S = 0 �5�

where the correlation is limited by

Fig. 2 Cooling effectiveness as a function of mass flow rates
23.0 	 We 	 202
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hen the droplets impact at different locations �S�0�, the corre-
ation is expressed in terms of an additional dimensionless group,
hich is the droplet spacing divided by the length of the heated

urface �s /L� or

q
*� = 0.8382 We−0.0826 St−0.1654� s

L
�0.2391

for S � 0 �6�

here

21.6 	 We 	 202

2.6 � 10−5 	 St 	 0.30

8.5 � 10−3 	
s

L
	 0.47

comparison of the correlation for critical heat flux for a single
mpact location, Eq. �5�, and the experimental results for S=0 is
hown in Fig. 3. The standard deviation between the experimental
nd predicted critical heat flux is less than 10% for 82% of the
ata, and the coefficient of determination is 0.307. For the critical
eat flux data obtained with deflected droplet sprays �S�0�, a
omparison of the experimental and predicted data �Eq. �6�� is
hown in Fig. 4. The standard deviation between the experimental
nd predicted critical heat flux was less than 10% for 83% of the
ata, and the coefficient of determination was 0.388.

ig. 3 Comparison of experimental and predicted „Eq. „5……
ritical heat fluxes for droplets that impact at one location „S
0…

ig. 4 Comparison of experimental and predicted „Eq. „6……

ritical heat fluxes for spaced droplets „S>0…

ournal of Heat Transfer
Conclusions
The critical heat flux measured for the limited range of mass

flow rates that were generated by the experimental apparatus was
24–297 W /cm2 for surface temperatures between 117°C, and
130°C. The droplet cooling effectiveness, defined as the ratio of
the critical heat flux to the theoretical maximum heat removal
rate, ranged from 0.45 to 0.96. For a similar mass flow rate, an
optimal spacing ratio between droplet impacts was found to exist
between 0.75 and 1.5. By spacing the droplets at the optimal
spacing, the critical heat flux can be increased by approximately
30%. A correlation for the critical heat flux as a function of the
Weber number, the modified Strouhal number defined on the basis
of refresh rate frequency, and a nondimensional spacing was de-
termined. Regardless of the droplet parameters, droplet cooling
was capable of achieving approximately twice the heat flux of
traditional pool boiling at similar conditions.

Nomenclature
cp 
 specific heat at constant pressure
d 
 diameter of drop prior to impact
D 
 wetted diameter of impacted drop
f 
 frequency that a drop hits a fixed location

hfg 
 latent heat of vaporization
L 
 length of heated surface

mi� 
 area-averaged mass flow rate
q� 
 heat flux

q*� 
 dimensionless CHF defined in Eq. �4�
Re 
 Reynolds number

s 
 spacing between drops on surface
S 
 drop spacing ratio defined as s /D

St 
 Strouhal number defined by Eq. �3�
T 
 temperature

We 
 Weber number defined by Eq. �2�

Greek Symbols
� 
 drop spreading ratio
� 
 cooling effectiveness
� 
 dynamic viscosity
� 
 kinematic viscosity
� 
 density
� 
 surface tension

Subscripts
CHF 
 critical heat flux

L 
 value for the bulk liquid phase
s 
 property of heated surface
S 
 value at surface conditions

sat 
 property of saturated liquid
� 
 property of ambient fluid
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